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PREFACE 

This book was inspired by the transition of Raman spectroscopy from a 
technically demanding research technique to a useful and practical method 
of chemical analysis. There are many fine texts and thousands of scientific 
articles on research in Raman spectroscopy, primarily oriented toward under- 
standing the Raman effect itself and using Raman scattering to probe molecular 
structure and dynamics. These research efforts have reached a high level of 
sophistication and have yielded valuable chemical and physical insights, but 
they rarely resulted in practical techniques for chemical analysis until approx- 
imately 1986. The impediments to broad applications of Raman spectroscopy 
to chemical analysis were mainly technological rather than fundamental. The 
instrumentation required to observe the weak Raman effect was too cumber- 
some and expensive for routine analysis, and interference from fluorescence 
precluded application to a broad range of industrial samples. As a result, the 
advantages of Raman spectroscopy over more common infrared absorption 
techniques were not exploited in analytical problems. 

Major technological and scientific innovation in the past 10 to 15 years 
has significantly broadened the applicability of Raman spectroscopy, partic- 
ularly in chemical analysis. Fourier transform (FT)-Raman, charge-coupled 
device (CCD) detectors, compact spectrographs, effective laser rejection filters, 
near-infrared lasers, and small computers have contributed to a revolution in 
Raman instrumentation and made routine analytical applications possible. An 
increase in instrumental sensitivity by factors as large as lo5, plus decreases 
in both interferences and noise resulted from this “revolution.” The number 
of vendors of Raman spectrometers increased from 3 to 12 over a 10-year 
period, and integrated commercial spectrometers led to turnkey operation and 
robust reliability. 

This book is intended to introduce a student or practitioner of analytical 
chemistry to the technical elements and practical benefits of the “Raman revo- 
lution.” It is not intended to describe “high-end” Raman techniques such as 
nonlinear or time-resolved Raman spectroscopy, nor does it attempt to describe 
the many theoretical treatments of Raman scattering. The book emphasizes the 
concepts and technology important to applications of Raman spectroscopy in 
chemical analysis, with attention to calibration, performance, and sampling 
modes. While many recent innovations in analytical Raman spectroscopy are 

ix 



X PREFACE 

technically sophisticated, their objectives are reliability, accuracy, reduction of 
interferences, and ease of operation rather than ultimate spectral resolution or 
sensitivity. The emphasis of both the theory and instrumentation discussions 
in this book is the practical analysis that has resulted from recent technolog- 
ical developments. Techniques such as nonlinear Raman (CARS, hyperRaman, 
stimulated Raman, etc.), picosecond transient Raman, single-crystal Raman, 
gas-phase Raman,and so forth are excluded not because they are unimportant, 
but because they currently have limited use in routine chemical analysis. 

The audience for this book should include graduate students, practicing 
chemists, and Raman spectroscopists who seek information on recent instru- 
mentation developments. It is not a comprehensive review but more of a 
textbook intended as an introduction to modern Raman spectroscopy. In most 
cases, the techniques discussed are available in commercially available spec- 
trometers, and the book should be useful to chemists who are implementing 
Raman spectroscopy in industrial or academic laboratories. Although a large 
number of useful Raman applications involve custom-built instrumentation, 
the book emphasizes configurations and components used by current vendors 
of integrated Raman spectrometers. 

Since commercial spectrometers can be constructed in a variety of config- 
urations, instruments from different manufacturers often differ significantly 
in applicability and performance. Specific manufacturers are mentioned in 
the text to identify a particular approach or optical configuration. Available 
commercial units differ widely in performance and are often optimized for 
particular sample types. Mention of a manufacturer in the text does not imply 
an endorsement but may be useful to the reader in order to appreciate differ- 
ences in design objectives. There is no “best” manufacturer or configuration, 
but certain designs are more applicable to certain situations, depending on 
the sample and analytical objective. It will become obvious that the sample 
dictates the choice of spectrometer type, and no single Raman system covers 
all possible applications. 

The book is divided into roughly three general areas on theory and instru- 
mentation. Chapters 1 to 4 cover the origin and magnitude of Raman scattering 
and the major factors determining the signalhoise ratio. Chapters 5 to 10 
discuss instrumental components and configurations and methods of calibra- 
tion. Chapters I 1  to 13 address the widely studied specialty areas of Raman 
microscopy, fiber-optic sampling, and Raman spectroscopy of surfaces. In 
most chapters , many examples of applications to Raman spectroscopy to 
analytical problems are provided. 

Notes on Conventions 

The definitions of several symbols and certain conventions are not used 
uniformly in the Raman spectroscopy literature, and some choices were 
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required to retain internal consistency in this book. Raman shifts are plotted 
from left (low shift) to right (high shift), in opposition to the usual practice for 
Fourier transform infrared (FTIR) frequencies. Furthermore, the Raman shift 
axis shows only Stokes-shifted bands unless noted otherwise. The differential 
Raman cross section is assigned the symbol p instead of do/dS2 often used 
in the literature. As explained in Chapter 2,  p has specific significance and is 
a more convenient symbol for equations. Modern CCD Raman spectrometers 
count photons rather than measure power, and it is more convenient to define 
power and intensity as photons per second and power density as photons per 
square centimeter per second (Chapter 2). The sampled volume discussed in 
several texts is explicitly defined herein as the detected area, AD,  times the 
sampling depth, dz. There are several additional and more minor differences 
in definitions between this book and certain treatments from the literature, and 
a complete list of symbols is provided to reduce possible confusion. 
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1 

INTRODUCTION AND SCOPE 

1.1. HISTORY PRECEDING 1986 

The discovery of Raman scattering by Krishna and Raman in 1928 is well 
documented (l) ,  and the phenomenon has been the subject of thousands 
of research papers and at least a dozen monographs. Examples of general 
discussions of Raman spectroscopy include those emphasizing theory (2-4), 
instrumentation (5-8), applications (9- 13), and compilations of spectra and 
frequencies (14- 18). Until approximately 1986, the Raman literature was 
dominated by physical and structural investigations, with relatively few reports 
of Raman spectroscopy applied to chemical analysis. The application of Raman 
spectroscopy for “real-world” chemical analysis was impeded by both funda- 
mental and technical issues, including weak intensity, fluorescence interfer- 
ence, and inefficient light collection and detection. The prospects for routine 
chemical analysis took a major turn for the better starting in 1986, with the 
introduction of Fourier transform (FT)-Raman (19), charge-coupled devices 
(5,8), small computers, and near-infrared lasers. These developments overcame 
the major impediments and resulted in a Raman renaissance in the context of 
chemical analysis. 

Several fundamental issues underlying Raman utility are illustrated in 
Figures 1.1 and 1.2. When monochromatic light of energy huo encounters 
matter (gas, solid, or liquid), there is a small probability that it will be scattered 
at the same frequency. If the object in question (e.g., a molecule) is much 
smaller than the wavelength of the light, the scattering is Rayleigh scattering, 
as shown in Figure 1.1. The “virtual state” is not necessarily a true quantum 
state of the molecule but can be considered a very short lived distortion of the 
electron cloud caused by the oscillating electric field of the light. Blue light 
is more efficiently scattered than red (by a factor of u4, with u the frequency 
of the light), and Rayleigh scattering is responsible for the blue sky. The 
electron cloud of the molecule is also perturbed by molecular vibrations, and 
it is possible for the optical and vibrational oscillations to interact, leading 
to Raman scattering. Raman scattering is shown in Figure 1.1 in which the 
scattered photon is lower in energy by an amount equal to a vibrational 
transition, hul . 

1 

Raman Spectroscopy for Chemical Analysis. Richard L. McCreery 
Copyright 0 2000 John Wiley & Sons, Inc. 

ISBN: 0-471-25287-5 



2 INTRODUCTION AND SCOPE 

excited 

virtual I /  Energy 1 
State Rayleigh Raman Resonance IR NIR 

Scattering Scattering Raman Absorption Absorption 
Scattering 

Figure 1.1. Spectroscopic transitions underlying several types of vibrational spectroscopy. uo 
indicates laser frequency, while u is the vibrational quantum number. The virtual state is a 
short-lived distortion of the electron distribution by the electric field of the incident light. 
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Figure 1.2. Raman spectrum of room-temperature chloroform obtained with 5 14.5 nm light. 
Rayleigh scattering at zero Raman shift is heavily attenuated by a band reject filter and is actually 
several orders of magnitude more intense than the Raman scattering. The x axis is shown in three 
different scales but is normally plotted as Raman shift in  reciprocal centimeters relative to the 
laser frequency (19,435 cm-' in this case). Although the Stokes Raman to the right is actually 
a negative frequency shift, convention assigns Stokes Raman shifts as positive numbers. 
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A Raman spectrum consists of scattered intensity plotted vs. energy, as 
shown in Figure 1.2. Each peak corresponds to a given Raman shift from 
the incident light energy hvo. If the molecule happens to be in an excited 
vibrational state when an incident photon is scattered, the photon may gain 
energy when scattered, leading to anti-Stokes Raman scattering. The Stokes 
and anti-Stokes Raman peaks are symmetrically positioned about the Rayleigh 
peak, but their intensities are very different except for low vibrational energies. 

Infrared absorption, often called Fourier transform infrared (FTIR) or mid- 
IR absorption, also depends on molecular vibrations, as shown in Figure 1 . 1 .  
Although Raman spectroscopy probes vibrational transitions indirectly by light 
scattering, the Raman shift has the same energy range as FTIR absorption, 
and in many cases, the same energies are observed. The selection rules for 
Raman scattering and FTIR are different (as noted in Chapter 2), but the chem- 
ical information is similar. A fundamental difference between absorption and 
Raman scattering is probability, with absorption usually being a far more likely 
event. For example, a typical sample for an absorption experiment (lo-", 
c = 1000, M-lcm-') absorbs 90 per cent of the incident light over a 1 cm 
path length, but only about 1 in 10'' incident photons will undergo Raman 
scattering. The first major impediment to using Raman spectroscopy is the 
weakness of the effect, with Raman scattering being roughly lo-'' as likely 
as the corresponding mid-IR absorption in typical experimental situations. 

A second problem with Raman spectroscopy is another competitive effect, 
fluorescence. The visible light typically used for Raman spectroscopy before 
1986 often excites fluorescence of the analyte of interest or of impurities. 
Fluorescence is not a scattering process, and fluorescence emission from most 
liquids and solids does not have the vibrational fine structure observed in 
Figure 1.2. Figure 1.3 illustrates the energy levels and appearance of fluores- 
cence emission compared to Raman scattering. Even weak fluorescence can be 
much stronger than Raman scattering, easily overwhelming the weak Raman 
signal. With pre-1986 technology and excitation with 400 to 650 nm light, 
fluorescence of either the analyte or impurities in the sample prevented the 
observation of Raman scattering in a large fraction of samples of practical 
importance. Accordingly, avoidance of fluorescence was critical to the utility 
of Raman spectroscopy for practical applications. 

Near-infrared (NIR) absorption spectroscopy is another technique of impor- 
tance to the context of the development of analytical Raman spectroscopy. The 
method is generally referred to as NIR, despite the unfortunate confusion with 
NIR-Raman. NIR absorption is based on overtone and combination bands 
of mid-IR transitions, as shown in Figure 1.1. Such transitions are quantum 
mechanically forbidden and significantly weaker than mid-IR fundamentals. 
However, the higher energy photons involved in NIR absorption are trans- 
mitted by fiber optics and common optical materials, and the method has 
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Figure 1.3. Energy levels associated with 514.5 and 785 nm light incident on a fluorescent 
sample. Energy and intensity scales are not to scale, and fluorescence intensity is several orders 
of magnitude greater than Raman scattering. Raman shift axis is relative to the incident laser 
frequency. 

polystyrene 

0 1000 2000 3000 4000 5000 6000 7000 8000 

frequency, cm-I 

Figure 1.4. Raman scattering, IR transmission, and NIR transmission spectra of polystyrene, 
plotted on a single energy scale. Intensity scales are very different, with NIR absorption being 
much weaker than IR absorption. In this case, the sample concentrations for NIR and Raman 
(solid polystyrene) were much greater than that for FTIR (dilute powder in KBr). 
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substantial advantages in sampling and instrumentation. Figure 1.4 compares 
Raman, FTIR, and NIR spectra of polystyrene, plotted on the same energy 
scale but very different intensity scales. As we will discuss later, NIR absorp- 
tion techniques have provided some of the motivation for Raman spectrometer 
development. 

1.2. TECHNOLOGICAL ADVANCES 

The post-1 986 developments that caused the Raman renaissance are mainly 
technological, but they largely overcome the fundamental problems of a weak 
Raman signal and interference from fluorescence. To be sure, there were major 
technical developments preceding 1986, such as photon counting detection and 
the introduction of the laser, but the more recent technical innovations have 
been responsible for the transition of Raman spectroscopy from the research 
lab to the real world. These advances are listed here and discussed in detail 
in subsequent chapters. 

1.2.1. Fourier Transform Raman Spectroscopy 

Before 1986, it was generally accepted that the combination of a Michelson 
interferometer and Fourier transform techniques, as employed in FTIR, would 
not be useful for Raman spectroscopy because of the “multiplex disadvantage.” 
The increase in shot noise when the signal is multiplexed onto a single detector 
negates the advantage of multiplex spectroscopy when the instrument is oper- 
ating in the shot noise limit, as is usually the case for visible lasers (Chapter 4). 
However, when FT techniques are combined with laser excitation in the 
NIR, for example, at 1064 nm, significant advantages result. Although the 
Raman scattering is weaker at 1064 nm compared to visible excitation (e.g., 
514.5 nm), the fluorescence background is often orders of magnitude weaker. 
NIR excitation is sufficiently lower in energy that most of the electronic tran- 
sitions responsible for fluorescence are not excited (6,19,20,2 1). Referring to 
Figure 1.3, the virtual state becomes too far in energy from the electronic 
excited states to cause fluorescence. An example is shown in Figure 1.5, for 
rhodamine 6G, a fluorescent laser dye. With 514.5 nm excitation the spec- 
trum is completely dominated by fluorescence, while at 1064 nm, the Raman 
scattering is easily observed with an FT-Raman spectrometer. Regardless of 
the detection method (FT or dispersive), longer wavelength excitation yields 
a higher ratio of Raman scattering to fluorescence for the vast majority of 
samples. Even though the Raman scattering is weaker and detection is more 
difficult than in the visible region, the reduction in fluorescence permits a 
much wider range of samples to be examined with Raman spectroscopy. 
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Figure 1.5. Spectra of rhodamine 6G obtained with a 514.5 nm laser and dispersive spectrometer 
(upper) or an FT-Raman spectrometer and 1064 nm laser (lower). Intensity scales differ greatly, 
with the upper spectrum being much more intense. 

In addition to reduced fluorescence, FT-Raman also provides excellent 
frequency precision and many other benefits common to FTIR instrumentation 
(6). In many cases, FT-Raman instruments are modified FTIRs, and several 
FTIR vendors added Raman accessories to their product line. FT-Raman was 
responsible for a surge of interest in analytical Raman spectroscopy during 
the period 1986 to 1990, and steady growth since. 

1.2.2. Multichannel Detectors and Charge-Coupled Devices 

A parallel but unrelated development was the introduction of multichannel 
detectors capable of monitoring many Raman shifts simultaneously. Intensified 
photodiode arrays (IPDA) were used as early as 1982, and charge-coupled 
devices (CCDs) were first applied to Raman spectroscopy in 1985 (5,s) .  These 
detectors differ greatly in their electronic design and specifications, but both 
permit multiwavelength detection. The benefits of multichannel detection are 
addressed in Chapters 3 and 4, but for now suffice it to say that they greatly 
increase the signal and signalhoke ratio (SNR) for a given measurement 
time, or they permit much faster acquisition times. CCDs have better noise 
characteristics and are simpler than IPDAs, and have replaced IPDAs in all 
but a few specialized applications. As shown in Figure 1.6, a CCD spectro- 
meter permits both faster acquisition and higher SNR than a state-of-the-art 
dispersive spectrometer of 1985 vintage. 
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Figure 1.6. Spectra of solid glassy carbon obtained with a state-of-the-art spectrometer in 1985 
(Spex 1403 double monochromator with photon counting PMT) and a multichannel/CCD spec- 
trometer of 1996 (Chromex 250 spectrograph, hack thinned silicon CCD); 514.5 nm laser at 
50 mW in both cases; measurement times and signalhoke ratios (SNR) as shown. 

Some people would argue that multiplex detection from FT-Raman and 
multichannel detection with CCDs are the major instrumental advances respon- 
sible for the Raman Renaissance. However, there are several other innovations 
that were important to broadening the applications of Raman spectroscopy: 

1.2.3. Fiber-optic Sampling 

Since Raman spectroscopy measures a frequency shift, the laser wavelength 
can be chosen to be compatible with fiber optics or other optical components. 
Mid-IR light necessary for FTIR absorption is difficult to transmit through any 
existing optical fiber for more than a few meters, but Raman scattering can be 
conducted hundreds of meters in readily available fibers. For example, fiber 
optics may be used to carry the laser light to a reactor vessel in a chemical 
production plant, then collection fibers can bring the scattered light back to 
the spectrometer (Chapter 12). Fiber optics permit both simplified alignment 
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and remote sampling, and increase the attractiveness of Raman spectroscopy 
for process monitoring and control. 

1.2.4. Laser Rejection Filters 

Any Raman spectrometer must observe weak Raman scattering in the presence 
of much stronger Rayleigh scattering or diffuse reflection occurring at the laser 
frequency. So Raman spectrometers must have outstanding stray light rejec- 
tion, often achieved with bulky and inefficient double monochromators and 
triple spectrographs. Fortunately, new filter designs based on holograph optics, 
improved dielectric filters, or semiconducting absorbers can effectively reject 
the intense Rayleigh light. The rejection (or notch) filter shown schematically 
in Figure 1.7 is small and simple and permits the use of a small, single-stage 
spectrograph. A notch filter and a single spectrograph can be much smaller 
and more efficient than a traditional double or triple spectrometer, reducing 
both the size and cost of the spectrometer. 

1.2.5. Compact Imaging Spectrographs 

An imaging spectrograph differs from a conventional (e.g., Czerny-Turner) 
design in that it maintains the one-to-one correspondence of the entrance slit 
and its image at the detector. So a circular fiber positioned at the entrance 

Generic, 90" illumination Raman spectrometer 

laser rejection filter 

sample 
wavelength analyzer 

Figure 1.7. Generic Raman spectrometer Fhowing main components laser, collection optics, 
wavelength analyzer, detector, computer Many variations of geometry and components are in 
common use Laqer rejection filter is often called a notch filter. 
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slit produces a circular image at the focal plane. Imaging spectrographs are 
particularly important when constructing an image of a heterogeneous sample 
which is also wavelength (or Raman shift) specific. More generally, imaging 
spectrographs require aberration corrections that also permit shorter focal 
lengths. The end result is a spectrograph with lower aperture ratio ( f / # )  and 
higher light-gathering ability. In addition, imaging spectrographs perform well 
with CCD having possibly large areas, say 1 x 2.5 cm. Maintaining good 
focus and resolution over a large detector area often requires the aberration 
corrections inherent in an imaging spectrograph. 

1.2.6. Diode Lasers 

Pre- 1986 Raman spectrometers generally employed physically large lasers 
such as argon or krypton ion, which require 208 or 480 V electrical power 
and significant cooling water. Maintenance costs were fairly high, and such 
lasers are generally impractical for routine analytical applications. Diode lasers 
and diode-pumped Nd:YAG (yttrium-aluminum-garnet) lasers are much 
smaller, air cooled, powered by 110 V, and much lower maintenance. Common 
examples are Nd:YAG (1064 nm), doubled Nd:YAG (532 nm), and A1:GaAs 
diode lasers (750 to 900 nm). Not only are these lasers amenable to routine 
applications in analytical instruments, they can operate in the NIR wavelengths 
where fluorescence is less prominent. 

1.2.7. Personal Computers 

Both CCD and FT techniques require significant computing power, which 
added substantially to system cost before the advent of personal computers. 
Now, the required computing power is available at a cost that is insignificant 
compared to the rest of the instrument. Furthermore, sophisticated data anal- 
ysis software is available for calibration, quantitative multivariate analysis, 
and information storage and management. Although small computers are now 
integrated into a variety of analytical instrumentation, they are both enabling 
and essential to modern Raman spectroscopy. 

1.2.8. Integrated Raman Spectrometers 

These somewhat disparate technical developments progressed more or less in  
parallel but converged during the evolution of Raman instrumentation starting 
approximately in 1986. A major result was the emergence of integrated Raman 
spectrometers that incorporated laser, spectrometer, sampling accessories, and 
software into a complete system. These newer instruments were not only 
much more capable than previous systems, but they were also more reliable 



10 INTRODUCTION AND SCOPE 

and simpler to use. The major impediments to widespread Raman application 
were addressed by a huge improvement in sensitivity and a large reduction 
of fluorescent interferences. For example, an integrated CCD/dispersive spec- 
trometer available in 1997 provides approximately 50,000 times more signal 
(and > 100 times the SNR) compared to a single-channel system of 1985, for 
comparable total measurement times. Operation with NIR lasers reduced the 
number of fluorescent samples greatly, so that many previously intractable 
samples are now amenable to Raman spectroscopy. Most importantly, the 
convergence of technological advances permitted the analytical chemist to 
exploit the benefits of Raman spectroscopy, such as noninvasive sampling, 
compatibility with water, and high spectral information content, while avoiding 
the old impediments of low sensitivity and fluorescence interference. Further- 
more, the availability of integrated, “turnkey” Raman spectrometers greatly 
decreased experimental complexity and increased reliability. 

1.3. COMPARISON TO FTIR AND NIR ABSORPTION 

Returning to Figure 1.4, it is useful to compare Raman spectroscopy with FTIR 
and NIR absorption in the context of chemical analysis. Since all three tech- 
niques probe molecular vibrations, they are often used for similar analytical 
problems. FTIR is the oldest and most developed, and accounts for several 
hundred million dollars per year of the chemical instrumentation market in 
the United States. Some advantages of FTIR are summarized in Figure 1.8, 
and most derive from the fact that FTIR involves absorption by fundamental 
(i.e., Au = 1 )  vibrations. FTIR spectra have narrow linewidths and rich spec- 
tral detail, such that different molecules have distinguishable “fingerprints.” A 
good fingerprint permits reliable qualitative analysis by comparison to spectral 
libraries, and both printed and electronic FTIR libraries are available. FTIR 
instrumentation is highly refined due to its widespread use, and interferometers 
possess excellent wavelength precision and stability. 

While FTIR is currently the most widely used vibrational spectroscopy in 
both research and application labs, it does have some drawbacks. Mid-IR light 
does not penetrate many common optical materials, thus restricting sampling 
flexibility. For example, it is not possible to use FTIR to sample a solid inside 
a glass vial without removing the solid. Water absorbs mid-IR light strongly, 
so aqueous samples may be probed only as thin films, and water is a common 
interferent. In many cases, FTIR requires nontrivial sample preparation, such 
as a KBr pellet, Nujol null, and the like. These procedures are time consuming, 
destructive, or both. Although FTIR absorption is both popular and powerful, 
it does have some limitations that are fundamental to the wavelength range 
involved. 
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Figure 1.8. Some features and shortcomings of FTIR, NIR, and Raman spectroscopy. Italics 
indicate disadvantages. 

NIR absorption uses shorter wavelength light than FTIR, in the range of 1 to 
2.5 pm instead of 2.5 to 25 pm. The resulting compatibility with fiber optics, 
common glass, and water was a major incentive for NIR development for 
chemical analysis. NIR spectra may be obtained noninvasively from samples 
inside glass containers or remotely down a fiber-optic cable. Although water 
still absorbs in the 1 to 2.5 pm range, the absorption is much weaker than 
in the FTIR region and is often used to quantify water content. However, 
NIR is based on overtones of FTIR fundamentals, and NIR absorptions are 
both weaker and broader than FTIR bands. The result is a loss of spectral 
information (apparent in Fig. 1.4). Furthermore, the overtones observed with 
NIR absorption are generally from C - H, 0 - H, and N - H stretches, and 
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often lack the structural specificity common to the fingerprint region of FTIR. 
Due to the relatively broad and often overlapped features in NIR, multivariate 
calibration is generally required for quantitative analysis. Such procedures 
require a fairly large training set (10 to 20 standard samples) and are often 
sensitive to instrumental drift or small variations in sample properties, such 
as water content. 

Although NIR spectra are not as information-rich or specific as FTIR 
spectra, the technique has experienced rapid growth. The increasing popu- 
larity of NIR absorption is driven mainly by sampling advantages, particularly 
the ability to obtain spectra noninvasively or with fiber optics. Since sample 
preparation is often not required, NIR analysis can be fast, inexpensive, and 
nondestructive. 

The attraction of Raman spectroscopy for chemical analysis is derived from 
the combination of many of the advantages of FTIR with those of NIR absorp- 
tion, plus a few benefits unique to Raman (10,13,21,22). Like NIR, Raman 
spectra can be acquired noninvasively, and sampling can be simple and fast. 
Like FTIR, Raman scattering probes fundamental vibrations with high spec- 
tral resolution. Although the selection rules differ for FTIR and Raman, the 
information is similar and both are amenable to spectral libraries and finger- 
printing. As summarized in Figure 1.8, Raman combines the high spectral 
information content of FTIR with the sampling ease and convenience of NIR 
absorption. In addition, Raman has some added features based on resonance 
and/or surface enhancement, polarization measurements, and compatibility 
with aqueous samples. Figure 1.8 also notes the historical impediments to the 
widespread use of Raman spectroscopy for chemical analysis: low sensitivity 
and interference from fluorescence. Progress in addressing these weaknesses 
has enabled the application of Raman spectroscopy to a variety of analytical 
problems. 

In summary, the Raman renaissance began when the attractiveness of 
Raman scattering for chemical analysis could be exploited as a result of 
technological improvements. The large gain in sensitivity and the reduction in 
fluorescent background resulting from new hardware and techniques permitted 
Raman spectroscopy applications to a wide range of samples of practical 
analytical importance. Much of the stimulus for the renewed development of 
analytical Raman spectroscopy is the ease and versatility of sampling modes 
and the high spectral information content. 

1.4. OVERVIEW OF THE BOOK 

The central topic of this book is analytical Raman spectroscopy in terms of 
both techniques and applications. While there are many elegant treatments 
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of Raman fundamentals available, Raman theory is not emphasized here. 
Similarly, the current text will not address the interpretation of Raman spectra 
to determine molecular structure, nor will it provide a large compilation of 
Raman vibrational frequencies. Such compendia of spectra and frequencies 
have already been cited (14-18) and should be consulted as required. Those 
aspects of Raman theory and spectrum interpretation that bear directly on 
chemical analysis will be discussed, particularly with regard to the constraints 
they impose on instrument design and applicability. This approach necessarily 
excludes many aspects of Raman spectroscopy from the current treatment, 
such as nonlinear Raman, group theory, time-resolved Raman, and so forth. 
Although these and many other topics of interest to Raman spectroscopists 
may become relevant to chemical analysis, they are not presently of central 
analytical interest. 

Chapters 2, 3, and 4 discuss Raman scattering magnitude, signal collection, 
and signalhoise ratio and form the theoretical basis of analytical measure- 
ments. Chapter 5 summarizes instrumentation issues, particularly those rele- 
vant to selecting a spectrometer design for a given application. Chapters 6 and 
7 describe Raman sampling configurations and common lasers currently used 
in spectrometers intended for analytical applications. Dispersive (Chapter 8) 
and Fourier transform spectrometers (Chapter 9) are addressed next, with 
attention to relative merits and applicability. Chapter 10 is a general discussion 
of calibration and validation issues, for both frequency and intensity. The book 
closes with three chapters on analytical Raman techniques of currently active 
interest, Raman microscopy (Chapter 1 1), fiber-optic sampling (Chapter 12), 
and Raman spectroscopy of surfaces, including surface-enhanced Raman spec- 
troscopy (Chapter 13). 
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CHAPTER 

2 

MAGNITUDE OF RAMAN SCATTERING 

2.1. THEORETICAL OVERVIEW 

The classical description of Raman scattering depicted in Figure 2.1 is that 
of a polarization induced in the molecule by the oscillating electric field of 
the incoming light. This induced dipole then radiates scattered light, with or 
without exchanging energy with vibrations in the molecule. The strength of 
the induced polarization, P ,  scales with the polarizability, a, and the incident 
electric field, E :  

P = a E  (2.1) 

Both classical and quantum mechanical treatments of Raman scattering are 
based on Eq. (2.1), and such treatments are very valuable in understanding the 
effect and interpreting spectra ( 1 - 5 ) .  One of the more analytically important 
results of Raman theory is the Raman scattering cross section, oj, which will 
be discussed at some length below. Before considering the factors that affect 
oj, it is useful to review several aspects of Raman theory. 

A classical treatment of Raman scattering (3,4) is based on the effects of 
molecular vibrations on the polarizability, a, in Eq. (2.1). Consider the incident 
optical electric field to be governed by Eq. (2.2): 

where vo is the frequency of the laser light. The molecular vibrations are 
usually considered to be composed of normal modes, Q j ,  of which there are 
3N-6  (or 3N-5 for a linear molecule) in a molecule with N atoms. 

where v j  is the characteristic harmonic frequency of the jth normal mode. The 
polarizability of electrons in the molecule will be modulated by the molecular 
vibration so that 
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Z 

90° scattering 
-1 80° scattering 

X 

Figure 2.1. Polarization ( P )  induced in a molecule's electron cloud by an incident optical electric 
field E .  Scattering may be in various directions, but 90" and -180" are shown. 

From Eq. (2.1), the polarization is the product of Eq. (2.2) and (2.4), which 
yields (2.5) after noting that cos a cos b = [cos(a + b )  + cos(a - b)]/2, and 
ignoring higher order terms in Eq. (2.4): 

(2.5) 
After assuming (classically) that the polarized electrons will radiate light at 
the frequency of their oscillations, Eq. (2.5) demonstrates that light will be 
scattered at three frequencies. The first term is Rayleigh scattering, which 
is at the same frequency as the laser, and has a magnitude proportional to 
ao, the inherent polarizability of the molecule. The second term is anti-Stokes 
Raman scattering, which occurs at uo + u J ,  and the third term is Stokes Raman 
scattering at u ,  - uJ .  The transitions associated with Rayleigh and Stokes 
Raman scattering were shown in Figure 1.1, Note that uJ is the same frequency 
that would be observed with infrared (IR) absorption for a given vibrational 
mode, if allowed by symmetry. 

Although Eq. (2.5) was derived classically and is incomplete, it does pro- 
vide some useful insights. First, polarization and scattering (both Rayleigh 
and Raman) intensities are linear with the laser intensity. Nonlinear Raman 
scattering can occur at high values of Eo but is generally not an issue in 
analytical applications. Second, only vibrations that change the polarizability 
(and consequently 6a/SQ # 0) yield Raman scattering. This statement is the 
basis of the primary selection rule for Raman scattering and its effect is quite 
evident in the spectra of Figure 2.2. The polarizability of the C=C bond 
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Oleic acid methyl ester 

600 1100 1600 2100 2600 3100 
Energy, cm-' 

Figure 2.2. FTIR (upper) transmission and Raman scattering (lower) of oleic acid methyl ester. 

changes significantly with a vibration associated with the stretch of the C=C 
bond. So the Raman scattering from a C=C bond is strong, while that of 
a C=O bond is relatively weak. In contrast, infrared absorption requires a 
dipole moment change for a given vibration to be IR active, so the C=C 
vibration is very weak toward IR absorption and the C=O stretch is strong. 
A third consequence of Eq. (2.5) is that Raman shifts may be both positive 
and negative. Since anti-Stokes Raman intensity depends on the population of 
the first vibrationally excited state, its intensity is related to temperature by 
the Boltzmann distribution, given by Eq. (2.6) for the case of a nondegenerate 
vibration (2): 

Fourth, Sa/SQj may vary significantly for different molecules and for different 
modes in a given molecule, leading to wide variations in Raman scattering 
intensity. Fifth, although it is not apparent from Eq. (2.5), 6a/6Qj is generally 
much smaller than a ~ ,  and Raman scattering is much weaker than Rayleigh 
scattering. 

The observed intensity of Raman scattering is proportional to the cross 
section, oj, with units of square centimeters per molecule. The magnitude 
of oj is related to 6a/6Qj, and significant theoretical treatment of this issue 
is available (1,4). One consequence of this theory is the variation of Raman 
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intensity, I R ,  with frequency: 

where p is a constant. Equation (2.7) indicates that Raman intensity varies 
with the fourth power of the observed frequency for normal Raman scattering, 
which, in turn, depends on laser frequency. The u4 factor is derived from the 
classical treatment of scattering from an oscillating induced dipole, with the 
intensity expressed in watts. As noted later, modern Raman spectrometers, 
which usually measure photons/seconds rather than watts, are governed by a 
slightly different frequency dependence. 

It is conventional to express frequency in terms of wavenumbers (in recip- 
rocal centimeters) rather than hertz, using the symbol V (V = u/c  = h-',  with 
c the speed of light and h the wavelength). Accordingly, Eq. (2.7) becomes 
(2.8), with the factor of c4 contained in the constant p': 

The Raman shift V J  (in reciprocal centimeters) is sometimes labeled AV, in 
the literature, while the scattered light occurs at an absolute frequency GO LL V j .  

Figure 2.2 and Eq. (2.8) lead to two distinctions between Raman scattering 
and TR absorption spectroscopy that have significant practical consequence. 
First, IR requires a dipole moment change for an allowed absorption, while 
Raman requires a finite polarizability change. IR and Raman spectra may differ 
greatly in the relative intensities of the observed molecular vibrations because 
of the different selection rules. The Fourier transfor IR (FTIR) and Raman 
spectra of a fatty acid ester in Figure 2.2 reveal very different relative inten- 
sities for the C=O stretch (strong in IR, weak in Raman) and C=C stretch 
(strong in Raman, weak in IR). For molecules with a center of inversion, IR 
and Raman modes are mutually exclusive. Second, IR is an absorption tech- 
nique while Raman involves scattering. Absorption measurements generally 
involve transmission or reflection geometry, while Raman experiments can 
involve light collection at a variety of angles relative to the source. Obvi- 
ously, a choice between Raman and FTIR for an analytical problem may 
depend on the selection rules applied to the analyte of interest, as well as the 
experimental geometry. 

Extensive compilations of IR and Raman frequencies are available, in some 
cases with FTIR and Raman spectra plotted together for comparison (6-9). 
A few frequencies for organic compounds are listed in Table 2.1, in part to 
illustrate differences in IR and Raman intensities. Symmetric vibrations such 
as the acetylenic C - C stretch, the - S - S - stretch, and ring breathing 
modes are generally strong in the Raman but forbidden in the infrared, while 
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Table 2.1. Examples of Raman and IR Frequencies" 

Frequency 
(cm-' ) IR" Ramanb 

Alkanes 
CH3 sym stretch 
C - C stretch 
Cyclopentane ring breathing 

Alcohol 0 - H  stretch 
Acetylene C - H bend 
Acetylene C=C 
C-N stretch in R-CN 
Cyanate C-N 
C-H in R-CHO 
C=O in R-CHO 
R-NO2 asym stretch 
R-NO2 sym stretch 
C-S stretch 
S -H stretch 
R2 S2 S - S stretch 
Benzene ring breathing 
Primary R-C1 
Primary R - Br 
Primary R-I 

2862-2882 
1040- 11 00 
889 

3635-3644 
825-640 

2230-2237 
2230-2250 
2245-2256 
2800-2850 
1730- 1740 
1530- 1600 

580-704 
1310- 1397 

2560-2590 
507-512 
992 
650-660 
565-560 
500-510 

vs 
- 

m 
S 

S 

S 

m 
vs 
vs 
S 
- 
W 

m-w 
- 

Y 

S 

S 

vs 
S 

S 

W 

W 

S 

vs 
vs 
- 

W 

m-w 
vs 
vs 
S 

S 

vs 
S 

vs 
vs 

aTaken from Reference 8. 
b~~ = very strong, rn = medium, w = weak, dash = absent 

many asymmetric vibrations such as C - H and C=O in aldehydes are strong 
in the IR but weak in Raman. Of course, Raman and IR frequencies are 
identical for the same vibration, for fundamental reasons. However, apparent 
frequency shifts between the two methods can occur if IR and Raman select 
different modes from a group of closely spaced vibrations. 

A second important difference between Raman and IR is the typical wave- 
length region employed for the analysis. Both techniques yield vibrational 
frequencies from the IR region, but Raman uses ultra violet-visible-near- 
infrared (UV-Vis-NIR) light rather than IR light. Mid-IR radiation of greatest 
interest to vibrational spectroscopy (220 to 4000 cm-' ) does not penetrate 
many common cell and optical materials and has a very short penetration 
depth in water and many other solvents. The wavelengths used for Raman 
spectroscopy (400 to 1064 nm, and sometimes 200 to 400 nm) are compatible 
with water and common optical materials, thus simplifying optical design and 
broadening applicability. Several examples that exploit these practical issues 
are discussed in later chapters. 
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2.2. DEFINITION OF RAMAN CROSS SECTION 

Although one should be aware of the effects of polarizability, laser wave- 
length, and the like, on Raman intensity, i t  is often the case in analytical 
applications that the important parameter is the empirically determined cross 
section, CJ;. In many cases, the investigator may be dealing with weak scat- 
tering or with distinguishing scattering from several components, and the 
magnitude of the cross section is critical. In addition, the observation geom- 
etry, polarization, and laser wavelength are often invariant and are determined 
by the instrument for analytical applications, so an empirical cross section 
for a given Raman band in that geometry is adequate for estimating signal 
strength. The use of a single cross section for a given laser wavelength and 
observation geometry is clearly a major simplification of reality, but this prag- 
matic approach is often both adequate and desirable for analytical situations. 
Parameter 0,; is proportional to the probability of an incident photon being 
scattered as a Raman-shifted photon with a particular Raman shift. Although 
cross sections are not in common use as such in other types of analytical 
spectroscopy, they are the dominant convention for Raman, due mainly to 
historical reasons. A more familiar quantity to analytical chemists is the molar 
absorptivity from Beer's law, with units of reciprocal molar per centimeter. 
The molar absorptivity is a cross section for absorption and can be converted 
from the usual units of reciprocal molar per centimeter to centimeters squared 
per molecule by dividing by Avogadro's number (molecules/mole) and multi- 
plying by 1000 cm3/liter. It is certainly possible to convert the conventional 
Raman cross section to a molar equivalent based on moles and liters,* but 
that convention is currently not in use and would be unfamiliar to Raman 
spectroscopists. At least for the time being, the cross section with units of 
centimeters squared per molecule will be employed, rather than any related 
quantity based on molar concentration. 

For a classical treatment, Eq. (2.9) relates the Raman scattering (in watts) 
to the cross section, with laser intensity (lo) in watts. 

where D is the number density of scatters (molecules per cubic centimeter) 
and d z  is the path length of the laser in  the sample (or the spectrometer depth 
of field, as explained in Chapter 6). In this case, crJ would track 34, as stated 
in Eq. (2.8). The frequency dependence depicted in Eq. (2.8) is sometimes 
used to determine a cross section that is independent of frequency (10). For 
a scatterer that is not resonant or preresonant, and follows the classical C4 

* nj(molar-' c m - ' )  = aj (an2 moleculep') x 1 0 p 3 N ~ ,  where N A  = Avogadro's number. 
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dependence, a frequency independent cross section G,; may be defined by 
Eq. (2.10): 

0 9  = 
("0 -"j)4 

(2.10) 

where a; has units of centimeters to the sixth power per molecule when GO and 
vj are expressed in wavenumbers (in reciprocal centimeters). Note that Vj is 
the vibrational frequency (in reciprocal centimeters) of the Raman mode, and 
vo - iij is the absolute frequency (in reciprocal centimeters) of the scattered 
light. 

A complication to the frequency dependency of uJ arose when photon 
counting detectors were introduced into Raman instrumentation. Virtually all 
modern spectrometers count photons rather than measure watts, and the two 
differ by a factor of hv. Since the incident and scattered photons differ in 
energy, the ratio of scattered to incident power differs from the ratio of 
scattered to incident photon flux. The consequences of this difference are 
quantitatively fairly minor, but conceptually important. Derivations based on 
photonslsecond and photon counting are more consistent with a quantum 
mechanical treatment where a cross section is effectively a statement of proba- 
bility, whereas the classical treatment is based on induced dipoles. If Eq. (2.9) 
is rewritten for photon counting systems, Eq. (2.11) results: 

- 

- 

Now, PO and PR haves units of photons per second, and 0; has a different 
frequency dependence than that of Eq. (2.10). Substituting oj from Eq. (2.10) 
into Eq. (2.9) yields (2.11): 

I R  = Ioo i (V0  - 5 j ) 4 D d ~  (2.12) 

Since I R  = P ~ h c ( V 0  - ij) and I0  = PohcVo, Eq. (2.12) becomes 

and 
3 o! = O%O(VO - " j )  

J J  (2.14) 

Therefore, when PR is measured as photons per second, as is always the 
case with modern spectrometers, the Raman intensity scales with 50 (VO - 

rather than ("0 - V j ) 4 .  For all further discussions, the Raman scattering 
and incident power will be expressed in units of photons per second, as in 
Eq. (2.13), unless stated otherwise. 

- 
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Returning to Eq. (2.11) a, is the integrated cross section for Raman scat- 
tering and includes scattering in all directions. The integrated cross section 
aj is “integrated” in two respects: over all directions from the sample, and 
over the wavelength range of an entire Raman band. Measurement of PR in 
Eq. (2.1 1) would require light collection over all 4 n  steradians around the 
sample and integration over the entire Raman band. In practice, only a rela- 
tively small range of solid angle is observed, in one of several scattering 
directions from the sample. Thus, it is more useful to define the differen- 
tial Raman cross section, da,/dQ, where Q represents the solid angle of 
collection. We will use the symbol for this differential cross section, as in 
Eq. (2.15): 

(2.15) 

The symbol p is used here rather than the more common da,/dQ to explicitly 
distinguish p from the integrated a, and from the cross section differentiated 
both with respect to observation angle and with respect to wavelength (p’, 
defined below). B” is analogous to a; and denotes the differential cross section 
with units of centimeters to the sixth power per molecule per steradian. 

Theoretical curves for /3 calculated from Eq. (2.10), (2.14) and (2.15) 
are shown in Figure 2.3, with both based on Po = 5.05 x cm6 srpl 
molecule-’ for N2 (1 0). Experimentally observed cross sections are included 
in Figure 2.3 for the case where both laser and Raman intensities are measured 
in watts. The difference between the cross sections determined from Eq. (2.9) 
and (2.14) is 9 per cent at 350 nm and 27 per cent at 900 nm. This difference 
can be significant when comparing results with different laser wavelengths or 
when measuring the magnitude of resonance effects (1 1). If the laser wave- 
length is far from any absorption bands of the sample and resonance effects 
are negligible, Eq. (2.14) and (2.15) may be used to adjust the cross section 
for one laser wavelength to another. A curve of the ratio of the two cross 
sections is also shown in Figure 2.3, illustrating that the difference is larger 
at longer wavelengths. However, many analytical applications are based on 
a cross section observed empirically for a given laser wavelength, and the 
underlying frequency dependence is not important. 

p is often a strong function of the angle of observation and polarization, 
and those parameters should be specified for a particular reported value of p.  
Using the classical description of Raman scattering, the induced dipole will 
radiate more strongly in a direction perpendicular to its axis, leading to a 
higher j3 for observation from the dipole “side” rather than “end.” Referring 
to Figure 2.1, classical theory predicts that minimal scattering will occur in 
the direction of the y axis if the incident light is polarized parallel to the 
y axis as shown. So B measured with the spectrometer along the y axis is 
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Figure 2.3. Differential Raman cross section, j3, for N2 gas calculated from Eqs. (2.10) and 
(2.15) (curve b) and (2.14) and (2.15) (curve a), with jY = 5.05 x cm6 sr-l molecule-’. 
Squares indicated experimental results for conditions appropriate to curve b. An overlay of the 
ratio of curve a to curve b is plotted as well, illustrating the greater difference between the two 
at longer laser wavelength. 

near zero. For any observation point in the xz plane, however, is finite 
and independent of the observation angle relative to the incident beam. This 
is exactly the behavior observed for “polarized” vibrations, where the scat- 
tering intensity (and B )  along the axis of the laser electric field vector is 
near zero. The practical consequence of this anisotropic scattering is the 
necessity to define and reproduce scattering geometry for a given experi- 
mental procedure, and to be aware of scattering geometry when comparing 
results from different laboratories. The use of the integrated cross section (T 

(in centimeters squared per molecule) avoids the variation of B (in square 
centimeters per molecule per steradian) with direction but is experimentally 
cumbersome. For nearly all practical applications, B is the more useful form 
of the cross section, but it must be remembered that B depends on observation 
geometry. 

Note that aj is also integrated over the Raman bandwidth, as is B. However, 
the usual representation of a spectrum is scattering signal vs. Raman shift, V j ,  

and the signal depends on B at a particular Raman shift. We will define B’ to 
account for this fact, with: 

62Cj 
B’(cm2 molecule-’ sr-’ wavenumber-’) = 

6!2 J(AZ) 
(2.16) 
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Figure 2.4. Definitions of j3, j3’, and OR for to a generic Raman band. j?’ is the cross section at 
a particular Raman shift and direction; j3 is integrated over the bandwidth, and aj is integrated 
over both bandwidth and direction. 

Note that B’ depends both on observation direction and on Raman shift. 
Figure 2.4 shows the relationships between j3, j3’, and a] for a hypothetical 
Raman band. In a real measurement, the scattering over a range of angles 
(those within the acceptance cone of the spectrometer) and a range of V (those 
within the spectrometer’s instrumental linewidth, ILW). As we will see, these 
facts can lead to some confusion when comparing spectra from different instru- 
ments and/or geometries. A particularly thorny consequence is the dependence 
of the spectrum on ILW, which can change the value of j3‘ and the peak height 
of a Raman feature. For the common case of a dispersive spectrometer with 
an array detector, j3’ can depend on the relative magnitude of the Raman 
bandwidth, the entrance slit width, and the detector pixel width. Fortunately, 
these complications can be accommodated fairly simply with proper calibra- 
tion techniques (Chapter lo). As noted earlier, the most commonly reported 
form of the cross section is j3, accompanied by a statement of the observation 
and excitation geometry. 

2.3. MAGNITUDE OF RAMAN CROSS SECTIONS 

Raman cross sections are commonly determined by quantitatively comparing 
the Raman signal for an unknown to that for a standard with known cross 
section. The standard cross sections were determined by comparison to some 
radiometric standard, with painstaking attention to collection variables and 
geometry. Table 2.2 lists several cross sections determined for some com- 
mon materials. When available, the frequency-independent cross section (G;) 
defined by Eq. (2.9) is listed. The cross sections in Table 2.1 show good 
agreement among several labs and are considered very reliable, provided the 
conditions are fixed. 
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Table 2.2. Absolute Raman Cross Sectiona 

Sample 

pb(cm2 sr-' p"(cm6 sr-' 
Laser A molecule-', molecule, 

(nm) x 10") x Reference" 

Benzene liquid, 
992 cm-' 

Benzene liquid, 
3060 cm-' 

Benzene gas, 992 cm-' 
Cyclohexane liquid, 

802 cm-' 

Cyclohexane liquid, 

Cyclohexane liquid, 

Cyclohexane liquid, 

Cyclohexane liquid, 

1028 cm-' 

1267 cm-' 

1444 cm-' 

all C-H 

Cacodylate, 608 and 
628 cm- ' 

N2 gas 2331 cm-' 

O2 gas 1555 cm-' 
CH3CI gas, 725 cm-' 

647 
5 14.5 
5 14.5 
514.5 
488 
441.6 
407 
35 1 
337 
325 
35 1-694 
5 14.5 
488.0 
441.6 
325.0 
514.5 
647 
514.5 
488 
407 
448 

488 

488 

647 
5 14.5 
488 
407 
647 
5 14.5 
407 
5 14.5 
488.0 
457.9 
351.1 
514.5 
5 14.5 

10.6 
30.6 
28.6 
27.0 
36.5 
44.6 
64 

160 
392 
440 

45.3 
57.1 
68.3 

7.0 
2.1 
5.2 
9.06 

17.6 
5.37 

4.61 

6.17 

477 

12.7 
43 
75.2 

127 
3.2 

14.3 
39 
0.43 
0.54 
0.74 
2.43 
0.58 
1.73 

235 

580 

259 f 66d 

61 

5.01 
5.06 
5.1 
5.2 
5.0 

14.1a 

14 
12 
13 
10 
12 
12 
23 
23 
10 
12 
14 
12 
12 
12 
12 
10 
23 
23 
25 
23 
25 

25 

25 

23 
23 
25 
23 
23 
23 
23 
10 
10 
10 
10 
10 
10 

(continued next page) 
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Table 2.2. (continued) 

Sample 

CH2C12 gas, 546.1 

CH2C12 gas, 713 em-' 546.1 
CHC13 gas 
3032 cm-' 5 14.5 
1221 em-' 5 14.5 
758 em-' 514.5 
667 cm-' 514.5 
364 em-' 514.5 
261 em-' 5 14.5 
CC14 gas 
459 cm-' 514.5 
221 em-' 5 14.5 
CHC13 liquidb 
3032 cm-' 514.5 
758 em-' 514.5 
667 em-' 514.5 
364 cm-' 5 14.5 
261 em-' 514.5 

2997 em-' 
1.71 

2.29 

0.59 
0.19 
1.1 
1.7 
1.7 
1.8 

4.7 
2.4 

4.4 
3.2 
6.6 
6.3 
7.0 

23.4" 

18.6" 

8.2" 
1.7" 
8.7' 

13.8" 
12.6' 
13.3" 

36.4 
17.9 

10 

10 

10 
10 
10 
10 
10 
10 

10 
10 

uBoth parallel and perpendicular polarizations observed. 
bBased on classical ~ dependence. May be converted l o  dependence of Eq. (2.14) by multiplying 
by uOl(u0 - u j ) .  

rReference 10 contains many more gas-phase cross sections. 8" values listed here are averaged 
when Reference 10 lists several values. Spatially integrated cross sections from reference 23 
were divided by 4n. 
dMean and standard deviation of 19 values from Reference 14. 
' p  based on 546.1 nm excitation, 
fDetermined from average of gas-phase #T values from p. 151 of Reference 10, multiplied by 
average of liquid/gas ratios on p. 162. 

calculated for 514.5 using u4 dependence. 

Many more cross sections in the literature were determined by comparison 
of Raman intensity of an "unknown" to that from one of the standards in 
Table 2.2. Provided the measurement conditions are the same and the spec- 
trometer response function is known, the ratio of the peak areas of two bands 
adjusted for relative number density will equal the ratio of cross sections. One 
such procedure is described in Chapter 10, but cross sections for a variety 
of samples are listed in Table 2.3. These values were not critically evaluated 
for accuracy and should not be considered as accurate as those in Table 2.3. 
Nevertheless, they are useful for observing comparative magnitudes and trends. 
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Cross sections from different labs often show significant (30 to 50 per cent) 
variations, even when experimental conditions are very similar. 

Since the Raman scattering intensity and the observed Raman signal depend 
directly on j3, Table 2.3 provides a useful indication of the expected range of 
Raman signals compared to absorption and fluorescence. Raman cross sections 
are nearly always very small compared to these competing processes. Normal 
Raman scattering* cross sections are often 6 to 8 orders of magnitude smaller 
than fluorescence cross sections, leading to the common problem of fluo- 
rescence interference. Many aspects of experimental design are dictated by 
the need to reduce fluorescence. Notice that the “normal” Raman scatterers in 
Table 2.3 have a fairly narrow range of j3 values, about 2 orders of magnitude. 

Tables 2.2 and 2.3 provide some illustrations of factors controlling the 
magnitude of j3. For example: 

1. j3 is larger for molecules with extended j-r systems since the electrons are 
more easily polarized. The increase in /3 for the series benzene-naphtha- 
lent-anthracene is a factor of about 20 for the strongest Raman modes 
of each molecule (Table 2.3). 

2. Molecules with only single C-H, C-0, and C-C bonds (e.g., 
glucose) generally have small cross sections. 

3. Molecules containing large or electron-rich aroms, such as sulfur or 
iodine, often have high j3. The S-S bond stretch in peptides and the 
CC14 symmetric stretch are examples. 

4. Small molecules without electron-rich atoms, such as H2, CO, and N2 
have small cross sections. 

5. Multiple bond stretches generally have high /3 values, which are higher 
still if they are conjugated with another n system. 

6. Very large increases in /3 can occur if resonant (e.g., j3-carotene) or 
preresonant [e.g., bis(2-methyl styryl) benzene] effects are present. In 
addition, cross sections in solutions often differ from the neat liquid. 

7. Cross sections in liquids are generally higher by factors of 2 to 4 than 
those for the same vibration in gases, due to the local field effects 
(10,ll). In addition, cross sections in solution often differ from those of 
pure liquids. 

It was established long ago that resonance effects can greatly increase the 
cross section when the incident light approaches an electronic absorption of 
the sample molecule. j3-carotene is one of the strongest resonance-enhanced 
molecules, with a lo5 enhancement in cross section when the laser wavelength 

* “Normal Raman” will he used to describe scattering without resonance or surface enhancement. 
The older literature often uses the term “spontaneous Raman.” 



28 MAGNITUDE OF RAMAN SCATTERING 

Table 2.3. Relative Raman Cross Sections 
Laser h Raman p 1030h.c 

Sample" (nm) Shift (cm-') (cm' molecule-' sr-') Reference 

SO,' in H20 (as Naz SO4) 514.5 
C H ~ C N  
CH3CN 
H20, liquid 
ClO, in H 2 0  
Cyclohexane, neat 
Cyclohexane in benzene 
Glucose in H20 
I .4 Bis-(2-methylstyryl) 

benzene in benzene 
1.4 Bis-(2-methylstyryl) 

benzene in benzene 
/3-Carotene in benzene 
/3-Carotene in benzene 
Benzene, neat 
Naphthalene in benzene 
Anthracene in benzene 
C6HsN02 
H2 (gas) 
CO (gas) 
CoHsCH3 
C6HsN02 
CClJ 
1% CsH6 in CH3 CN 

CHC13 liquid 

Diamond 
Absorption 
t = 1000 M-' cm-' 
Fluorescence 
t = 1000, quantum 

yield = 0.01 

514.5 
514.5 
5 14.5 
514.5 
5 14.5 
514.5 
514.5 
514.5 

5 14.5 

514.5 
5 14.5 
5 14.5 
514.5 
514.5 
488 
488 
488 
5 14.5 
514.5 
5 14.5 
514.5 
220 
785.0 
785.0 
785.0 
785.0 
785.0 
514.5 

98 1 
918 

2249 
1595 
932 
802 
80 1 

1593 

1177 

1520 
1005 
992 

1382 
1402 
1345 
4161 
2145 
1002 
1345 
459 
992 
992 

3032 
758 
667 
364 
26 1 

1332 

1126 cm-' 

9.9 
1.01 
8.2 
0.11 

12.7 
8.3 

11.9 
5.6 

6200 

17 
16,17 
16,17 

19 
17 
10 
18 
19 
18 

1900 18 

1.1 x 107 
2.2 x 106 

28.6 
82 

540 
10 
7.9 
3.3 

13.8 
89 
16.9 
19.2 

15,200 
0.58 
0.57 
1.19 
1.14 
1.29 

2 x 10-18 
cm2 molecule-' 

2 x 10-19 
cm2 molecule-' 

sr-' 

3.4' 

18 
18 
18 
13 
18 
18 
10 
20 
20 
10 
10 
11 
I I  
d 
d 
d 
d 
d 
15 

- 
"Sample and solvent (where applicable). Samples are pure liquids or solutions unless stated 
otherwise. 
'Determined by comparison to benzene 992 cm-' hand, acquired under the same conditions. 
' B  = BP[V,l(ii0 - V j ) ' ] .  The results reported used photon counting, so the Vo(Vo - V j ) 3  factor 
applies. 
'Calculated from values listed in Table 2.2. 
''Calculated from Reference 15, as cm2 sr-' atom-'. 
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is near the absorption maximum of 482 nm (21). Preresonant scattering occurs 
when the laser wavelength approaches an absorption maximum but is not yet 
within the absorption band. A pragmatic definition of preresonant scattering is 
when the cross section begins to deviate from the u4 dependence expected for 
normal scattering (10,ll). However, the boundaries between normal, preres- 
onant, and resonance Raman are often not well defined. The importance of 
resonance effects in analytical applications is the large j3 they generate, and 
the ability to select a laser wavelength which causes (or avoids) resonance 
scattering. In some cases, resonance effects can be used to selectively observe 
a particular scatterer in a complex matrix. 

There have been extensive theoretical treatments of resonant and 
preresonant Raman scattering, which reveal the important factors affecting 
the magnitude of j3. However, it is difficult to theoretically predict B from 
molecular structure, and the theory is normally used to predict laser frequency 
dependence and deduce the relationship between resonance Raman spectra 
and molecular structure. Albrecht and Hutley (22) derived an expression for 
the laser frequency dependence of the cross section: 

(2.17) 

where u p  is the frequency of an electronic transition in the sample molecule, 
and k is a constant. When uo is distinct from up,  the term in brackets changes 
slowly with U O ,  and the usual v4 dependence of j3 is observed. However, as 
vo approaches u p ,  j3 increases more quickly than expected from u4, and the 
system is considered to be preresonant. Several experimental reports support 
the validity of Eq. (2.17), based on the dependence of the cross section on 
laser wavelength (1 1,12,23,24). For example, a fit of observed cross sections 
for the cyclohexane 802 cm-' band for excitation wavelengths from 239 to 
647 nm to Eq. (2.7) yielded k = 7.2 x cm2 molecule-' sr-' and V p  = 
115,000 cm-' (23). 

The electronic transition associated with up need not be identical to an 
absorption observed in a visible absorption spectrum; u p  could lie beyond the 
usual UV-Vis wavelength range (e.g., at 180 nm) or be a shoulder on a larger 
absorption band. An important aspect of resonance Raman spectroscopy is the 
association between enhanced Raman modes and the chromophore associated 
with V P .  The enhanced vibrations are those involving the atoms and bands in 
the chromophore, and vibrations originating in distant parts of the molecule 
are not enhanced. This feature can be very useful analytically since resonance 
enhancement can amplify scattering from the vibrations of interest above a 
possibly complex background. For example, the resonance Raman scattering 
from the heme group in a protein can be observed with minimal interference 
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from the remainder of the molecule, if the laser wavelength is close to the 
absorption of the heme group at -410 nm. 

2.4. RAMAN SCATTERING INTENSITY 

Returning now to expressions of Raman intensity, Eq. (2.1 1) may be restated 
in terms of /3: 

PR = PopDdz  (2.18) 

where PR is now the Raman scattering in a steradian of collection solid angle, 
rather than total scattering in all directions. It is often convenient to express 
the incident laser light in terms of power density (PD,  photons per square 
centimeter per second) rather than power (photons per second), in which case 
PR is generated by a beam with a 1 cm2 cross section and a path length of dz:  

(2.19) 

Note that for a 1 cm2 beam, D d z  equals the total number of illuminated 
molecules. There are many experiments where the total beam area cannot be 
observed, in which case PR is more usually stated as specific intensity, L: 

L (photons sr-' cm-' sec-') = P D ~ D K  (2.20) 

Specific intensity is sometimes referred to as radiance, although neither term is 
used consistently in the literature. If one considers a sample area that is evenly 
illuminated by some power density PD, then L is the number of Raman photons 
scattered from I cm2 of the sample, into 1 steradian of solid angle in 1 second; 
K is used to denote a geometric factor that depends on observation geometry. 
Its significance is illustrated in Figure 2.5, and it will be discussed in detail in 
Chapter 6. For the case of 180" backscattering geometry with a thin sample, K 
is the sample depth observed by the spectrometer, in centimeters. Figure 2.5 
illustrates the specific intensity for a large beam incident on a sample and 
Raman observation at -180"; AD and G!D are the sampled area and collection 
angle, defined in Chapter 3. 

The specific intensity is an important quantity because it depends mainly 
on sample (P, D )  and laser (P,) variables and not on spectrometer parameters 
such as collection angle, quantum efficiently, and the like; L indicates "what 
the spectrometer has to work with" while collecting and detecting scattered 
light. If we consider the example of a clear sample and 180" backscattered 
geometry with K = 0.1 cm (as in Fig. 2.5), then L can be calculated for a 
variety of samples. Table 2.4 lists several specific intensities for samples of 
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Figure 2.5. Schematic representation of the specific intensity, L, where L is the photonslsec 
scattered by a 1 cm2 area (AD)  into a 1 steradian solid angle (Q), assuming constant power 
density over the illuminated area. 

Table 2.4. Some Specific Intensities for 180" Geometry: 514.5 nm laser 

Sample Lb photons cm-2 s-' sr-' 

Neat benzene (992 cm-I) 
0.10 M S0;*(981 cm-') 

H 2 0  neat (1600 cm-') 

Benzene monolayer (1 .0 x 1 0-I' mol/cm2) 

M glucose in water (1126 cm-') 

M p-carotene (1520 cm-') 

1.0 x 1013 

7.5 x 10'0 
1.7 x 10' 
1.9 x 10" 
3.3 x 10" 
8.9 x 105 

'100 mW of 514.5 nm light in a 0.05 x 1 mm area (Po = 5.2 x lo2' photons cmP2 s-'), K = 
0.1 cm. 
bIntegrated over spectral bandwidth, calculated from Eqn. (2.20). 

various types. As will be shown in Chapter 3. the Raman signal of analytical 
value ultimately depends on how well the spectrometer collects and detects 
light from the specific intensity at the sample. 

Obviously, #? and D are characteristics of the sample and cannot readily 
be varied by the analyst. The laser power density can be increased, however, 
to a limit determined by the available laser or by sample radiation damage. 
A longer path length through the sample can increase scattering provided the 
longer path length can be observed by the spectrometer. Chapter 6 will present 
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some cases where path length is a major factor, but the main point here is the 
limitations imposed on the Raman signal by the product PDBD. Ultimately, the 
upper limit on Raman signal, even for a 100 per cent efficient spectrometer, 
is governed by variables of the sample ( B  and D )  and the maximum value of 
PD allowed by sample damage. 

A further comment is useful at this point, on the modifications to Eq. (2.19) 
and (2.20) for “surface” vs. “volume” samples. If the sample is very thin 
relative to the depth sampled by the spectrometer, D may be expressed as D, 
(moles per square centimeter), and K set to 1. Equation (2.18) becomes 

and (2.20) becomes 
L = PnBDs (2.22) 

When dealing with volume scatterers (e.g., clear liquids), Eqs. (2.18) and 
(2.20) apply to thin slices of the sample but must be integrated over the path 
length to yield total scattering. These cases will be discussed in Chapters 3 and 
6. Many texts use the term scattering volume to indicate the sample volume 
actually monitored by the spectrometer. 

As a final note of practical importance, the L values in Table 2.4 cover 
a wide range for a single laser power (100 mW) and could cover an even 
wider range for commonly used laser powers (1 to 5000 mW). However, even 
very weak scattering, such as that from a single molecular layer of benzene, 
generates about lo6 photons cm12 srpl sec-I. Modern instrumentation permits 
single photon counting, and signals much smaller than lo6 photons are observ- 
able, even if only a fraction (say, 0.1 per cent) of the available specific intensity 
is collected and detected. We will see that modern Raman measurements are 
rarely limited by the size of the signal but rather are more dependent on 
noise and background. In the absence of background and noise, observation 
of very low light levels is straightforward with modern equipment. Success in 
acquiring Raman spectra is often more dependent on reducing noise (from the 
detector, laser, etc.) and background (from fluorescence, stray light, solvent, 
etc.) than it is on generating sufficient signal. 
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CHAPTER 

3 

COLLECTION AND DETECTION OF RAMAN 
SCATTERING 

3.1. SIGNAL MAGNITUDE AND COLLECTION FUNCTION 

Equations (2.19) and (2.20) permit prediction of the overall Raman scattering, 
P R ,  and the specific intensity, L. These quantities are functions of the sample 
and laser power and may be varied within the limits discussed in Chapter 2. 
In order to produce an analytical signal, some fraction of the Raman scattered 
light must be collected and detected. Except for increasing laser power to 
a limit imposed by sample damage, there is not much an analyst can do to 
increase either PR or L for a given sample. However, there has been an enor- 
mous improvement in our ability to collect and detect Raman light in recent 
years, driven mainly by detector technology, Fourier transform (FT)-Raman, 
and novel optics. In fact, technological developments in the form of FT- 
Raman, low-noise multichannel detectors, and compact, efficient spectrometers 
have been essential to the rapid growth of Raman spectroscopy applications 
since approximately 1985. Because Raman instrumentation development has 
been so dramatic, many discussions of Raman spectrometer design are obso- 
lete, and one should rely on relatively recent treatments of the subject (1 -4). 
Since collection and detection technology is critical to the rebirth of Raman 
spectroscopy as a technique for chemical analysis, considerable attention will 
be paid to understanding the factors that determine the ability to transform 
the scattering magnitude given by Eq. (2.19) into a usable Raman signal. In 
order to relate instrument response to scattering magnitude, our objective is 
to determine the fraction of Raman scattered light producing signal, stated in 
terms of spectrometer design parameters such as transmission, f / # ,  and the 
like.* Restricting the discussion to the measurement of a single Raman shift 
increment (so-called single-channel operation), we may define a collection 
function C, with units of cm2 sr e- photon-' (electrons steradians, square 
centimeters per photon) such that 

S,(e-) = L,Ct, (3.1) 

* The aperture ratio or f number will be designated by f I#, with a specific case stated as f 14.5, 
f 12, etc. 
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where S, is the signal due to the analyte of interest, expressed in electrons, 
and L, is the specific intensity for a Raman band of a particular analyte. Most 
modern Raman spectrometers operate in "single-photon'' mode, meaning that 
photons incident on the detector are converted to electrons that are counted 
by one of several methods; t ,  is the measurement time for the particular 
Raman shift value being observed.' A schematic representation of the collec- 
tion process is shown in Figure 3.1 for -180" backscattered geometry. We 
will also define S, as the rate of electron accumulation: 

It is instructive to maintain a clear conceptual distinction between experimental 
factors that determine L and those that determine C; L is a function of the 
sample and laser power (and, to some extent, the collection geometry), while 
C depends on collection and detection characteristics. For a given specific 
intensity, a larger value of C yields a larger signal. 

Unfortunately, any discussion of Raman signal dependence on spectrom- 
eter variables is complicated by the many different ways experiments can be 
performed. Laser spot size, spectrometer slit area, depth of field, and several 
other variables affect the magnitude of C, and, in some cases, the way it 

Figure 3.1. Schematic of the collection variables for - 180" backscattering. L,, indicates specific 
intensity, C is collection function. 

.' t ,  refers to single-channel measurement time, as opposed to t ~ ,  the total acquisition time, which 
will be defined later. 
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Figure 3.2. Relationship of area illuminated by laser (AL)  to area detected by spectrometer (An).  

is defined (5,6). For example, the spectrometer can be “underfilled,” which 
means that the entire cross section of the region illuminated by the laser can 
enter the spectrometer entrance aperture (Fig. 3.2, lower drawing). In this case, 
many authors use Eq. (2.18) to describe the Raman scattering, and laser power 
is more convenient to use than power density. Alternatively, the spectrometer 
may be “overfilled,” meaning that the scattering is emanating from a region 
too large to be collected by the spectrometer (Fig. 3.2, upper drawing). In this 
case, Eq. (2.19) is more convenient, with the laser input in terms of power 
density. To the extent possible, we will unify these two common approaches 
to arrive at a single expression for the total signal. We will see in Chapter 10 
that these complexities can be accommodated during calibration with proper 
experimental design. 

3.2. INSTRUMENTAL VARIABLES COMPRISING THE COLLECTION 
FUNCTION 

In order to relate S, to specific spectrometer variables such as f /#, transmis- 
sion, and the like, we must define C in terms of these variables. Equation (3.3) 
is such a definition, with the four variables explained in succeeding paragraphs: 

C(cm2 sr e photon-’) = ADC~DTQ (3.3) 
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Here AD is the sample area monitored by the spectrometer and collection 
optics. For a fixed L,  the signal will obviously increase if more scattering 
area is monitored. Also AD is usually determined by a limiting aperture in the 
spectrometer, such as the entrance slit or detector area. Since some magnifica- 
tion often occurs between the sample and the spectrometer, it is important to 
define AD as the area observed at the sample. As will be shown later, AD can 
vary greatly for different spectrometers, with a corresponding effect on signal 
size. In the end, the Raman signal is proportional to the sample area, which 
is both illuminated by the laser and observed by the collection optics. 

In Eq. (3.3) R D  is the solid angle in steradians (sr) collected by the spec- 
trometer and transmitted into the wavelength analyzer. It is useful to note that 
RD varies with the square of the f / #  of the optics at the sample position. 
Furthermore, RD is defined specifically as the collection solid angle at the 
sample. As shown in Figure 3.3, Q varies through the optical system, as do 
the cross-sectional area and the local f / # .  RD is related to f /# by Eq. (3.4), 
with ( f / # ) ~  being that measured at the sample: 

In Eq. (3.3) T is transmission, equal to the fraction of light within the AD and 
QD monitored by the spectrometer that reaches the detector. It consists of at 
least two factors, the transmission of the collection and focusing optics and the 
transmission within the spectrometer itself. The transmission of the collection 
optics incorporates any losses from reflection of lenses, mirrors, or a sample 
cell, while the transmission of the spectrometer incorporates grating efficiency, 
mirror reflectivity, beamsplitter losses, and the like. In addition, T includes 
losses from optical filters that may be used between the collection optics 
and the spectrometer; Q [Eq. (3.3)] is the quantum efficiency (e -  photon-'), 
the fraction of photons reaching the detector producing an electron, which is 
subsequently counted. 

Figure 3.3. Example of constancy of AQ product during magnification. A2 is larger than A1 by 
the factor ( F ? / F I ) ~ ,  but Q 2  is smaller than Q l  by the same factor. 
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All four variables comprising C in Eq. (3.3) may vary over significant 
ranges, yielding widely varying signals for a given specific intensity. In addi- 
tion, L itself can vary significantly for a given sample, due mainly to variations 
in focal spot size and depth of field. Considering a given L for the moment, 
the magnitude of C indicates signal size for a given spectrometer config- 
uration: AD may range from -1 Fm2 for a microprobe to -1 mm2 for an 
FT-Raman system, a factor of lo6 in area: ‘220 typically ranges from 0.05 sr 
(f/4 collection) to 0.8 sr (fll collection), while T may be as small as 0.05 
to as much as 0.5; and Q could be t0.10 for a photomultiplier to as much as 
0.90 for a changed-coupled device (CCD) or germanium detector operating at 
its optimum wavelength. 

Table 3.1 illustrates the effects of these variations on C for several common 
configurations. The “spectrometers” should be considered generic and hypo- 
thetical but are chosen to approximate real systems. Recall that the value of C 
indicates the relative signal magnitude for a given sample and power density. 
Table 3.1 does not incorporate the multichannel advantage so important to 
many modern spectrometers, but it does illustrate several points. First, lower 
f /# strongly affects ‘220 and therefore C. Second, single-stage spectrometers 
with low f / #  provide a large gain in C relative to multistage spectrometers. 
Third, spectrometer 4 in Table 3.1 is approximately the current state-of-the-art 
for dispersive systems and can collect at fH.4 with 50 per cent transmission. 
Fourth, the FT-Raman systems are quite efficient due to large AD and Q. 

It is instructive to use Eq. (3 .2)  to estimate what fraction of the total Raman 
photons are detected in a typical experiment. Consider neat benzene in a 0.10 
cm-deep cell, with an L of 1.0 x l O I 3  photons cmP2 see-’ sr-’ (Table 2.4). 

Table 3.1. Typical Values of AD, 520, T ,  and Q 

c x lo5 cm2 
SpectrometeP Ah,, (Cm2) S D ,  (5r) T Q sr e photon-’ 

1. Double, PMT‘ 0.004 (0.02 x 0.2) 0.4 (f12) 0.1 0.15 2.4 
2.  Single, PMT 0.002 (0.01 x 0.2) 0.05 (f/4) 0.3 0.15 0.45 
3. Single, CCD 0.002 0.05 (f/4) 0.3 0.5 1.5 
4. Single, CCD 0.002 0.40 (f/1.4) 0.5 0.8 32 
5. Triple, CCD 0.002 0.4 (f/2) 0.05 0.5 2.0 
6. FT-Raman 0.01 ( 1  mm spot) 0.78 ( f l l )  0.1 0.7 55 
7. MCFTd 0.04 (2 mm spot) -0.4 0.1 0.5 80 

a“Single,” “double,” “triple” refer to dispersive spectrometer type, PMT (photomultiplier tube), 
and CCD (charge-coupled device) refer to the detector. 
hParentheses indicate AD geometry. 
CPhotomultiplier tube. 
dMultichannel Fourier transform spectrometer, described in Chapter 9. 
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For a 0.1 x 2 mm area, and scattering into 4n sr, this yields 2.5 x 10" photons 
sec-' into the entire sphere around the sample. For the case of spectrometer 4 
in Table 3.1, Eq. (3.2) predicts that 3.2 x lo9 photonhec, or 1.3 per cent of 
the total scattering, will be collected. Even with a state-of-the-art spectrometer, 
a relatively small fraction of the available Raman photons are detected. This 
observation is due to the fact that even with f l l  optics, only the scattered 
photons in about 1 out of 4n steradians are monitored, and, of those, many 
are lost in the spectrometer and detector. This issue will be considered in more 
detail in Chapter 8. 

Returning to the general expression for Raman signal, Eq. (3.1), we can 
observe that C represents the fraction of the specific intensity that results in 
detected signal. Now we can substitute C from Eq. (3.3) and L from Eq. (2.20) 
into (3.1) to yield (3.5) and (3.6): 

Equation (3.6) is quite useful for estimating the effects of spectrometer or 
geometric variables on signal, and we will often modify it for particular 
common configurations. If we define AL as the cross sectional area of the laser 
beam at the sample, then PO = Po/AL,  where PO is laser power in photons 
per second. Substituting for PD in Eq. (3.6) yields 

Equations (3.6) and (3.7) may be applied to the underfilled and overfilled 
cases, provided care is used in defining AD and A L .  For the underfilled case, 
AD = AL and 

S = (PobDK)RTQt, (3.8) 

Note that AD is determined by the laser spot size rather than the spectrom- 
eter aperture and no longer affects the signal magnitude for the underfilled 
case. For this case, changes in power density from variations in laser beam 
diameter are exactly compensated by variations in the number of molecules 
in the beam. A practical consequence of this observation is the relatively 
strong signal observed with a Raman microprobe (Chapter 11) in which a 
very small quantity of sample is illuminated with quite high power density. 
For the overfilled case, AD < A L ,  and either Eq. (3.6) or (3.7) applies directly, 
with PO = PDAL. 
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We have defined AD and 520 as the detected area and collection angle at 
the sample, since they can be used to determine the signal magnitude. A more 
general definition of these variables leads to the e‘tendue or the AS2 product 
for the optical system. Here A is the area of the limiting aperture that occurs 
at some point in the spectrometer, and S2 is the solid angle at the same point. 
As noted previously for Figure 3.3, A and S2 vary through the system as the 
collected light is magnified, focused, and so forth. However, the AS2 product 
or e‘tendue remains constant through the entire optical system. 

For the example of Figure 3.3, suppose that the magnification between the 
sample and the entrance slit is 2, meaning that the area monitored at the sample 
has one-half the linear dimensions as the entrance slit. In this case, the area 
of the slit is 4 times the area at the sample, but S2 at the slit is one-fourth S2 
at the sample. Stated differently, the f /# at the slit is twice that at the sample, 
and S2 varies with 1/( f /#)’. 

An important qualifier is required for the statement that e‘tendue remains 
constant through the system. The usable e‘tendue is determined by the minimum 
AS2 product for the system. This minimum could be determined by the laser 
spot size, the entrance slit, or the detector area and is often related to the 
“limiting aperture” applied to the definition of f/#. For many Raman appli- 
cations, the e‘tendue is determined by the spectrometer/detector combination 
(e.g., the f/# of a spectrograph and the area of a CCD pixel). Increasing 
the AS2 product has provided much of the motivation for building Raman 
spectrometers with lower f I# and maximum e‘tendue. 

3.3. SPECTROMETER RESPONSE FUNCTION 

In Eq. (3.6) T and Q are determined by spectrometer and detector design 
and will be discussed in some detail in Chapter 8. Also Q and, to a lesser 
degree, T can vary significantly with wavelength, and the choice of optical 
components and detectors is a strong function of the laser wavelength for a 
given measurement. With current technology, the maximum values for T and 
Q are 0.5 and 0.9, respectively, but these values can be much smaller for 
many situations. The magnitude and wavelength dependence of T and Q can 
have significant consequences for both qualitative and quantitative analysis, 
unless they are compensated by appropriate calibration. Considering the entire 
ADS2TQ product, most of its variation with wavelength stems from variations 
in T (due, e.g., to grating and filter efficiency) and Q (which varies with 
detector type and materials). Thus, the observed signal in Eq. (3.6) depends 
on instrumental variables in addition to the more fundamentally interesting 
variations in B. This fact leads to the unhappy situation of observing quite 
different relative Raman intensities for different spectrometers observing the 
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same sample, because they may have different T Q  products. This problem 
is illustrated in Figure 3.4 for the case of methylene chloride. Spectrum 3 . 4 ~  
shows accurate relative Raman intensities, obtained by correction of experi- 
mental spectra. This spectrum is what Mother Nature intended, with relative 
peak areas reflecting relative cross sections for various Raman features. Spec- 
trum 3.4a is an uncorrected spectrum obtained with a 514.5 nm laser, and 
3.4b is from a 785.0 nm laser. The Q for the CCD detector employed varied 
significantly within and between the wavelength regions where the Raman 
features occurred (515 to 620 nm for the 514.5 nm laser, 785 to 1050 nm for 
the 785 nm laser), yielding very different relative intensities.* This variation 
is an instrumental artifact and will occur when comparing spectra from instru- 
ments of different designs or even from different units of the same design. A 
plot of the collection function vs. wavelength or Raman shift is often referred 
to as the instrument response function. It is the output of the spectrometer for a 
“white” source with a specific intensity that is constant with Raman shift. For 
example, the product of the true spectrum in Figure 3 . 4 ~  and the instrument 
response function yields the observed spectrum 3.4b. 

The distortion of relative intensities illustrated in Figure 3.4 is an example 
of a general problem with Raman spectroscopy, compared to more common 

*The relative intensities for CH2C12 vary slightly between these two wavelengths due to cross- 
section variation, hut this factor is quite small, less than 10 per cent. 
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techniques based on absorption, such as FTIR spectroscopy. An absorption 
measurement is based on the ratio of incident and transmitted light and always 
involves a correction for detector or spectrometer sensitivity. This correction is 
accomplished by using a double-beam spectrometer or by recording a single- 
beam response with and without the sample present. In this way, a given 
measurement of transmitted light is compared to the incident light of the 
same wavelength, and spectrometer T and Q (as well as source variation) are 
ratioed out. Almost all Raman spectra in the literature are uncorrected and in 
that sense are “single-beam” spectra. As is obvious from Figure 3.4, correction 
of Raman spectra is essential if spectra from different labs are to be compared 
quantitatively. Methods for accomplishing this correction will be discussed in 
Chapter 10. 

The concept of an instrument response function can be applied more gener- 
ally, in light of the many variables involved in the Raman signal expressions of 
Eq. (3.5) through (3.8). It is quite unusual to determine all of the instrumental 
variables in these expressions independently, so it is rare to actually predict 
a Raman signal expected for a given sample. However, if the instrument is 
stable and sampling is reproducible, it is possible to compare a sample to a 
standard. As discussed in Chapter 10, reproducibility is sufficient for certain 
spectrometer designs so that quantitative analysis is possible without specific 
evaluation of all the variables in the Raman signal expressions. 

3.4. MULTIPLEX AND MULTICHANNEL SPECTROMETERS 

The development that is most responsible for the major increase in Raman 
applications to analytical problems is the introduction of multiplex and 
multichannel spectrometers in the 1980s. Although the two techniques have 
similarities in the way they reduce acquisition time and increase signal, they 
differ fundamentally in both instrumental design and in their effects on the 
signalhoise ratio. A multichannel spectrometer monitors many (typically 
5 12 to 1024) wavelengths simultaneously, using many detectors operating 
in parallel. A common example is a grating-based dispersive spectrograph 
with a CCD at its focal plane. Since a multichannel system monitors 
many wavelengths simultaneously, it acquires a spectrum faster than a 
scanning, single-channel system that must monitor each wavelength in turn. A 
multiplex spectrometer does not separate the different wavelengths scattered 
by the sample but rather modulates them at frequencies dependent on their 
wavelengths. The result is a single beam, detected by a single detector, which 
contains all wavelengths of interest. Since each wavelength is modulated at 
a different frequency, a Fourier transform of the multiplex detector output 
yields a Raman spectrum. An example is FT-Raman in which a modified 
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scattered 
light - 

FTIR interferometer is used to monitor Raman scattered light. The two 
approaches are shown schematically in Figure 3.5 and will be discussed in 
detail in Chapters 5, 8, and 9. It is important to appreciate that a multichannel 
spectrometer disperses the light for detection by many parallel detectors, while 
a multiplex spectrometer directs all of the scattered light onto a single detector. 
This difference between multichannel and multiplex approaches has major 
effects on the characteristics of the Raman spectrum, in terms of resolution, 
spectral coverage, signal magnitude, and signalhoke ratio (SNR). 

Returning to the general signal expression (3.6), the measurement time must 
be reconsidered in light of multiplex and multichannel spectrometers. The time, 
t,, is defined in Eq. (3.1) as the time for which photons are collected in a given 
resolution element. For a single-channel system, t ,  is the time spent at a given 
Raman shift interval before moving on to the next. For a multiplex system 
such as FT-Raman, the measurement time for each resolution element is much 
longer than t ,  since all wavelengths are monitored simultaneously. We will 
define t M  as the time required for the entire spectral acquisition. For the case 
of an FT-Raman instrument, t~ is the total interferometer scan time during 
which photons are collected. To acquire a complete spectrum, a single-channel 
spectrometer would spend a time equal to t ,  on each resolution element, then 
move to the next. The entire spectrum would require a time equal to N R t ,  
for acquisition, where N R  is the number of resolution elements. For multiplex 
and multichannel instruments, all of the resolution elements are monitored at 
once, so that the time for each resolution element can be much longer than it 
was for a single-channel instrument for complete spectrum acquisition. This 

interferometer FT 

array detector 
multichannel: 

scattered 
light ~ 

spectrograph .i 
multiplex: 

I I single 
detector 

Figure 3.5. Block diagrams for multichannel and multiplex Raman spectrometers. FT indicates 
computer for performing a Fourier transform. 
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difference leads to two familiar statements about multichannel (or multiplex) 
spectrometers compared to single-channel systems. First, for the same total 
spectral acquisition time, a multichannel or multiplex system can yield N R  
times longer collection time in each resolution element: 

For either multiplex (e.g., FT-Raman) or multichannel (e.g., CCD) spectrom- 
eters, tM is the appropriate time to insert in Eq. (3.6) or (3.7). Second, a 
multichannel system can obtain a complete spectrum 1” times faster than 
a single-channel system, while maintaining the same measurement time and 
signal strength per resolution element. Of course, both of these statements 
assume that other variables are equal for both spectrometer types. In Chapter 4, 
we will see that tM strongly affects SNR, but that the effects are fundamentally 
different for multichannel as opposed to multiplex spectrometers. 

With all of its variables identified, Eq. (3.6) provides a means to evaluate 
the effect of sample and instrument parameters on observed signal. An addi- 
tional application of Eq. (3.6) is the comparison of different spectrometers for 
instrumental sensitivity. Stated differently, “how much signal results from a 
particular sample for a given laser power and measurement time?” Rearrange- 
ment of Eq. (3.6) and (3.9) yields (3.10), which applies to the multichannel 
case (6): 

(3.10) 

where F s  is a “figure of merit” for the Raman signal, and indicates the signal 
magnitude for a given sample (BD), laser power density (PD) ,  and measure- 
ment time ( t ~ ) .  Also F, may be defined in terms of power rather than power 
density, as in Eq. (3.11): 

(3.11) 

For a single-channel spectrometer, tM/NR is substituted for t ,  in Eq. (3.6), 
yielding: 

ADQTQK - - S 
Fs(single channel) = ___ 

P D B D ~ M  NR 
(3.12) 

(3.13) 
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In both (3.12) and (3.13), tM is the total spectrum acquisition time to permit 
comparison to multichannel spectrometers. For the single-channel case, the 
figure of merit is reduced because each resolution element can collect less 
signal for a given tM. Table 3.2 lists figures of merit calculated from Eq. (3.10) 
and (3.12) and the spectrometers described in Table 3.1. The signal for a 
sample of liquid benzene and a constant total measurement time is also listed, 
using the specific intensity from Table 2.4. The benzene signal is proportional 
to F s  for a given sample and laser power density, but S will vary with sample 
and laser power while F s  depends only on collection variables. Notice that 
a modern CCD spectrometer (spectrometer 4 in Table 3.2) has an F s  and 
signal about 10,000 times that of a “classical” system from 1985 (spectrom- 
eter 1) .  This large increase in signal provides much of the driving force for 
the increased utility of Raman spectroscopy in analytical applications. 

In practical laboratory applications, it is tedious to determine AD, Q, T ,  Q,  
and AL, but it is relatively simple to determine Po and t~ for a given sample. 
So F $  may be measured for different spectrometers and a given sample with 
known /3D product; F$ and F s  provide a direct comparison of spectrometer 
sensitivity, normalized for laser power and tM.  

As defined here, F ,  and F: were derived in terms appropriate to a disper- 
sive spectrometer, either single or multichannel. Multiplex systems such as 
FT-Raman spectrometers have much the same dependence on experimental 
variables as that described by Eq. (3.10) and (3.11), but the signal S is not 
the same. Although an FT-Raman system still monitors photons, its output is 
the magnitude of the interferogram and is not directly comparable to S ( e - )  as 
defined in Eq. (3.10) and (3.1 1). Thus the Fs or F$ for FT-Raman cannot be 
meaningfully compared to that for single or multichannel spectrometers. We 
will define a figure of merit for SNR in Chapter 4 that is directly comparable 

Table 3.2. Figures of Merit for Generic Spectrometers 

Spcctrorneter F! (single Sc(e-) for Neat 
(from Table 3.1) F; channel) Benzene, 992 crn-’ Relative F s  

2.3 x 10-9 1.4 107 1 
4.4 x 10-10 2.6 x lo6 0.18 

1.5 x 10-6 9.0 x 10’ 640 
3.2 10-5 1.9 x 10” 13,600 
2.0 x 10-6  1.2 x 10’0 860 

Not applicable 

“From Eq. (3.10) for K = 0.1 cm, units are (e-  cm3 sr photon-’). 
’From Eq. (3.12), N R  = 1024, K = 0.1 cm. 
‘ 100 mW, 514.5 nm, 0.5 x 1 mm area, K = 0.1, fM = 60 qec. L = 1.0 x 10” photons cm-2 
SC‘  sr-I. 



REFERENCES 47 

among the three spectrometer types. Furthermore, the signal for all types may 
be normalized to an intensity standard to permit quantitative comparison of 
spectra. 
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CHAPTER 

4 

SIGNAL-TO-NOISE IN RAMAN SPECTROSCOPY 

The ability to extract analytical information from any spectroscopic tech- 
nique is usually limited by the signal-to-noise ratio (SNR) for the conditions 
employed. For example, the limit of detection in quantitative analysis is often 
defined as the concentration of analyte yielding an SNR of 3.* Stated differ- 
ently, an instrument with higher SNR for a given concentration yields a lower 
limit of detection. Since Raman scattering is quite weak compared to fluores- 
cence or absorption, Raman measurements have historically pushed the limits 
of existing technology to reduce noise and increase SNR. Particularly in the 
past 10 years, Raman signals have increased and noise sources have decreased 
for technological reasons, yielding much larger SNR for a given sample. In 
fact, the recent (post-1985) renaissance of Raman spectroscopy is due in large 
part of increases in signal from multichannel and multiplex techniques and 
reduction in noise from longer wavelength excitation (to reduce background) 
and low noise detectors [such as charge-coupled devices (CCDs)]. Since noise 
and SNR are so critical to applications of Raman spectroscopy, they must 
be understood in detail in order to develop and apply Raman techniques in 
analysis. 

4.1. DEFINITION AND MEASUREMENT OF SNR 

The SNR for particular measurement is rigorously defined as the inverse of 
the relative standard deviation of the measured value. For example, the SNR 
for the peak intensity of a Raman band is the average peak height, 3 (usually 
above the baseline), divided by the standard deviation of the peak height (oy). 
As with any determination of standard deviation, the accuracy of the SNR 
improves with the number of measurements averaged: 

- 
S 

SNR 1 - 
C Y  

* The limit of detection can also be defined relative to the standard deviation of the blank rather 
than the signal. In many Raman measurements, the two definitions yield equal limits of detection. 
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It is often possible to predict the SNR from fundamental principles of counting 
statistics combined with instrumental characteristics, as will be demonstrated 
later. 

Although the definition of SNR is straightforward, it is not consistently 
applied to experimental spectra in the literature. Consider Figure 4.1, which 
shows a spectrum of glassy carbon (A) and the difference of two successive 
spectra (B). 3 is defined as the mean peak height above background, cry is 
the standard deviation of the peak height, and OB is the standard deviation of 
the background. The SNR is most accurately determined by acquiring several 
repetitions of spectrum 4.1A, then determining and a, at a single peak 
frequency. If the density of points on the frequency axis is high enough, cry 
may be determined from one spectrum, by using the several points at the top 
of the Raman band. A more accurate method is to substract two successive 
spectra to remove the contributions of the Raman band and background, and 
leave only the noise (spectrum 4. IB). Then cr, is equal to the standard deviation 
of Figure 4.1B in the peak region divided by 2/2. It is instructive to note that 
the noise is significantly larger when the intensity is higher on the peaks. Since 
the case shown in Figure 4.1 is shot noise limited, the magnitude of the noise 
(and its standard deviation) vary with the square root of the signal magnitude. 
As discussed in Section 4.2.1, the SNR for this case equals S / f i  or fi. 

Once an acceptable value of u, is in hand, the SNR may be calculated 
directly from Eq. (4.1). Unfortunately, the SNR is often calculated in the 
literaure as S/OB, which is a fundamentally different quantity from the SNR 
defined in Eq. (4.1). Generally UB is not related to oj, and equating CTB with 
cr, can yield unreasonable conclusions. For example, consider the spectrum 
- of Figure 4.2A, where the is 100 photons. If the background is zero, then 
s / a B  is infinite, implying an infinite SNR. However, the highest possible SNR 
defined by Eq. (4.1) is for the case of the analyte shot noise limit 
discussed below. Figure 4.2B shows a real spectrum acquired under shot- 
noise-limited conditions in which the SNR for the large band is -100, as 
expected from the peak height, while the s / O B  is an erroneously high “SNR’ 
of 1000. Although the quantity can indicate useful information about 
the experiment, it can lead to erroneously high SNR if it is used in lieu of 
Eq. (4.1). Figure 4.3 shows a sequence of spectra acquired near the detection 
limit, illustrating the criterion of SNR = 3 to reliably detect an analyte. In this 
case, an SNR of 2.8 yielded correct identification of the unknown by a search 
of a 300-member spectral library. 

We will discuss SNR measurements for particular spectrometer configu- 
rations in Chapters 8 and 9, but throughout the general discussion in this 
chapter, we will abide by Eq. (4.1). There are a few situations where the ratio 
s / a B  yields a correct approximation of true SNR, and these will be noted as 
they occur. 

- 
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SNR= 10 100 photons 
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A 

Glassy Carbon, 
514.5 nm, 30 sec 

I 10,000 e- 

, , I I 1 I 

400 600 800 1000 1200 1400 1600 

Figure 4.1. Definition of 3 as the mean signal above baseline for the case of a Raman signal 
on a non-negligible background (curve A). Curve B is the difference of two successive spectra 
similar to curve A. The correct SNR is 3/oy, determined at the peak intensity. oy is the standard 
deviation of spectrum B at the peak of interest, divided by A. 

SNR- 100 

SIO, > 1000 
I 10,000 photons 

B 

Figure 4.2. Signal-to-noise ratios for a peak with = 100 photons on a zero background 
(curve A) and for a spectrum of neat benzene (curve B). The ratio of signal-to-background 
noise can seriously overstate the true SNR. 
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Raman shift, cm-* 
Figure 4.3. Raman spectra of calcium ascorbate with progressively shorter integration times and 
narrower entrance slit. The observed SNR for the 1548cm-' peak is indicated and illustrates the 
visual appearance of the spectrum for various SNR. 

4.2. NOISE SOURCES 

The magnitude of in Eq. (4.1) is described by the appropriate equation from 
Chapter 3, so we need an estimate of uJ in order to evaluate SNR. In Raman 
measurements oY has contributions from a number of sources, as indicated by 
Eq. (4.2): 

(7) = ((Ti + (T i  + 0: + (7; + ( T y  (4.2) 

where 0 s  = standard deviation of signal, from the analyte or band of interest 
OB = standard deviation of the background 
a(/ = standard deviation of dark signal, usually ( @ d t ) ' / 2 ,  where @d is 

CTF = flicker noise 
(T, = readout noise 

the dark rate (electrons per second, or e-sec-') 

Equation (4.2) is more conveniently stated as: 

(4.3) 
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Equations (4.2) and (4.3) neglect noise contributions from stray light not orig- 
inating in the laser or sample, such as room light reaching the detector. These 
sources can be difficult to predict but certainly must be negligible in Eq. (4.3) 
is to be correct. 

4.2.1. Signal Shot Noise 

We defined S as the signal, in electrons, resulting from the Raman scattering 
of the analyte of interest, as described in Chapter 3.  In the absence of other 
noise sources, the standard deviation of S is determined by the shot noise 
limit: 

0s = s'/2 (4.4) 

The shot noise limit is fundamental to spectroscopy and occurs when counting 
anything governed by Poisson statistics (1). Stated differently, the standard 
deviation when counting any random event equals the square root of the 
number of events counted. As an analogy, consider a person counting cars 
passing on a highway, when the cars occur randomly but at a constant average 
rate. If only a few cars are counted, the relative standard deviation (as/S) is 
high. As the number of cars counted increases (by increasing the observation 
time), the standard deviation, 0s increases, but the relative standard deviation 
(os /S)  decreases and the SNR ( S / a s )  increases. Clearly, the relative precision 
of the determination of the average number of cardminute improves as the 
measurement time increases and more cars are observed. 

Counting scattered photons follows the same logic, with random photon 
arrival leading to Eq. (4.4). If signal shot noise is the only noise source, 
Eq. (4.5) and (4.6) also apply, where S = St: 

SNR = S / O ~  = S1l2 

SNR = St'I2 (4.6) 

(4.5) 

In the shot noise limit, we observe the familiar increase in SNR with t'I2. 
It is worth noting that the SNR cannot exceed that given by Eq. (4.6), even 
for a perfect spectrometer. The best possible Raman measurement, with 4n 
collection, 100 per cent spectrometer transmission, 100 per cent quantum effi- 
ciency, and zero background is still limited in SNR by Eq. (4.6). As long 
as the photons arrive randomly (and any other case is hard to envision), the 
maximum SNR will be given by Eq. (4.5) and (4.6). Figure 4.4 is an example 
of a Raman spectrum with an SNR determined mainly by sample shot noise. 
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Figure 4.4. Three spectra of calcium ascorbate at various measurement times. Improvement in 
SNR with longer integration time is due mainly to decreased shot noise, as stated in Eq. (4.6). 

4.2.2. Background Shot Noise 

"Background" is a fairly general term, but we will use it here to mean any 
detected photons arising from the laser and sample other than Raman photons 
from the analyte at the frequency of interest. In particular, background includes 
lumminescene of cell, sample, or optics (e.g., fluorescene, thermal emission), 
and stray laser light, including Rayleigh scattering, reflection from optics or 
dust, and the like. Stray light includes any elastically scattered laser light 
that is not removed by filters or by the spectrometer itself. It is important to 
distinguish background from detector or readout noise because background 
noise depends on laser intensity and the presence of luminescene from sample 
components or the analyte itself, while detector and readout noise do not. 

Background magnitude can be expressed by an equation similar to (3.6), if 
/ID is redefined slightly: 

where BBDB is the cross section-number density product for sample compo- 
nents generating the background; BBDB would apply directly to a fluorescent 
impurity but would be more loosely defined if the background source were 
stray light, lens liminescene, and the like. In the latter cases, BB and DB are not 
meaningful, but their product does indicate the fraction of detected photons 
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Figure 4.5. Spectra of 0.1 M Na2S04 dominated by background noise from the water and cell. 
At short measurement time, SNR is too low to permit observation of the S04-’ Raman band 
[see Eq. (4.2I)l. 

arising from these sources, and their contribution to background is proportional 
to laser intensity. 

Background is also governed by shot noise, so Eq. (4.8) applies, with B 
expressed as electrons: 

(4.8) aB = B’/2 = B ’ / 2 t ’ / 2  

Figure 4.5 shows a spectrum with an SNR dominated by background shot 
noise. The noise on the sulfate peak is due mostly to background from the 
water and cell, which overwhelms the signal for short integration time. The 
situation is fairly common in Raman spectroscopy, and reduction of back- 
ground shot noise was a major motivation for using longer wavelength lasers 
to minimize fluorescence. 

4.2.3. Detector Dark Noise 

In Eq. (4.3) & is the rate of spontaneous generation of electrons in the 
detector, the so-called dark signal. All detectors currently in use in Raman 
spectroscopy have a finite dark signal, caused mainly by thermal generation 
of electrons from a photomultiplier cathode or within a solid-state detector. 
Thus &j is usually strongly temperature dependent, thus providing the motive 
for detector cooling; (bd covers a wide range of values, from nearly negli- 
gible values (< 0.001 e-sec-’ ) for liquid-nitrogen-cooled CCD detectors to 
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Figure 4.6. Spectra of 0.1 M Na2S04 dominated by detector noise. Spectrum A is 0.1 M Na2S04 
in water, spectrum B is after subtraction of a spectrum of the cell containing only water. Spectra 
are from an FT-Raman spectrometer with a germanium detector. 

F 100 e-sec-’ for near-infrared (NIR) detectors used in Fourier transform 
(FT)-Raman. For a given experiment, the contribution of dark signal to the 
total signal is @dt. 

Since “dark” electrons are counted in the same way as signal or background, 
they contribute to the shot noise, as stated in Eq. (4.9): 

Although the dark signal contributes to the observed signal, it is distinguished 
from the background defined in Section 4.2.2 by the fact that it does not 
depend on laser intensity or sample variables. In fact, one test for detector 
noise is to run a spectrum with the laser completely off. The observed noise 
in this situation is due to detector and readout noise. Figure 4.6 shows a 
spectrum dominated by detector noise. The detector noise remains after the 
contributions of the cell and water are subtracted. 

4.2.4. Flicker Noise 

Flicker noise is commonly defined classically for absorption and emission 
spectroscopy (see Ref. 1, pp. 144-145) but also applies to Raman spec- 
troscopy. Variation in laser intensity at both low and high frequencies will 
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cause proportional variation in Raman scattering and in the measured Raman 
signal. An example of a servere effect of flicker noise is a single-channel 
spectrometer scanning at a rate of 1 cm-'sec-' and a laser output varying on 
a 1 to 10 sec cycle. The laser flicker would appear as variations in Raman 
intensity as a given Raman band is observed, thus degrading the SNR. 

Spectrometer designs vary in their sensitivity to flicker noise as will be 
discussed in Chapters 8 and 9. For example, a multichannel spectrometer 
is fairly immune to flicker noise because all wavelengths are monitored in 
parallel, while a scanning system is very sensitive to flicker noise depending on 
the flicker frequency. Interferometers used in FT-Raman are sensitive to flicker 
noise when the sampling frequency is comparable to the flicker frequncy. 

4.2.5. Readout Noise 

Readout refers to the process of converting electrons from the detector to 
a useful form, usually a digital value stored in a computer. Here a, is the 
standard deviation of a large number of readouts from a constant detector 
signal. For example, if a CCD pixel contains exactly 1000 e-, and those 
electrons are digitized to a numerical value in a computer, a, is the standard 
deviation of the numerical value for many repetitions. Note that 0, does not 
depend on signal magnitude according to this definition and does not depend on 
measurement time. For the common case of a CCD detector, a, is the standard 
deviation associated with the analog-to-digital conversion of the current from 
the electrons stored in CCD. It has contributions from the amplifiers between 
the CCD and the analog-to-digital converter, and from Johnson (thermal) noise 
in electronic components. a, varies greatly with detector type but can vary 
from a few electrons for a scientific CCD to several thousand electrons for a 
photodiode array. 

4.2.6. General SNR Expressions 

Equation (4.2) provides the total standard deviation of the observed signal 
when all five noise sources are included. For the remainder of the chapter, we 
will ignore flicker noise and state the total noise as: 

(4.10) 2 2 2 2 112 Noise = oy = (a, + aB +ad +a,) 

Flicker noise could indeed contribute, but it is difficult to address theoretically 
and may vary significantly for different spectrometer configurations and lasers. 
For a well-designed experiment, flicker noise can usually be reduced to a 
negligible level. 
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If we define the signal as that from the Raman band of interest, and therefore 
governed by Eq. (3.6), the SNR is defined by: 

(4.1 1)  

where S is rigorously defined as the average value of the signal due to the 
Raman band above the signal due to a blank. In practice, S is often defined 
as the signal due to the Raman feature above a baseline interpolated between 
spectral regions on either side of the Raman band. S may be defined either as 
peak height or peak area (both above baseline), with a corresponding definition 
of as. 

There is a common misconception about background subtraction that should 
be dispelled at this point. It is common to subtract the background obtained 
from a blank Raman spectrum before quantitative analysis in order to remove 
background and dark signal from the signal of interest. Such subtraction is 
quite useful for observing small Raman features on top of much stronger 
features, such as those from the solvent or background fluorescence. However, 
this subtraction does not remove the noise from the background. By definition, 
noise is random and cannot be reproduced for the sample and the blank. The 
background has shot noise (at least), and this shot noise is added to the signal 
of interest when background is present. Subtracting B from raw signal to yield 
S will not reduce total noise.* 

These issues are illustrated in Figure 4.6, for the case of a relatively small 
Raman feature on a large background. Clearly, subtraction of the blank spec- 
trum will not remove the shot noise originating in the blank. This point may 
be confirmed by considering Eq. (4.11) with and or equal to zero for 
simplicity. Table 4.1 lists several situations with varying magnitudes of S and 
B. Lines 1 and 2 indicate the increase in SNR with the size of the signal, as 
expected. Lines 2 to 5 show the degradation in SNR even though the signal 
size above background is constant. This simple but important observation 
demonstrates that background noise cannot be subtracted out and that large 
backgrounds will eventually make the signal unobservable. The only recourse 
to improve SNR when faced with high background is to increase the signal + 
background, for example, by longer measurement time (line 6 in Table 4.1). 
Even with a large background contribution, the SNR still increases with the 
square root of the measurement time. 

A familiar analogy for the influence of background on SNR in Raman 
experiments is the attempt to observe stars in the daytime. The stars are easily 
observed at night, in the absence of background, but are not observable in the 

* Subtraction actually increases noise by A, since the variances in signal and blank are additive. 
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Table 4.1. Effect of Background Shot Noise 
on SNR 

~ ~~~ 

S(e-) B(e-)  0; (noise) SNR" 

1. 100 0 10 10 
2. 1000 0 31 31 
3. 1000 1000 45 22 
4. 1000 1 04 105 9.5 
5. 1000 106 1000 1 .0 
6. 10' 108 104 10 

"Calculated from Eq. (4.1 l), assuming negligible 
dark and readout noise. 

daytime, in the presence of scattered and reflected sunlight. Even with an excel- 
lent detector (much better than our eyes), the shot noise from scattered sunlight 
would overwhelm the starlight, and the SNR ratio would approach zero. 

4.2.7. Limiting SNR Situations 

Attempting to observe stars in the daytime is one example of a limiting case 
for SNR in which the noise stems principally from one source. Although shot 
noise and flicker noise from the star are present, they are negligible compared 
to the large solar background. There are several limiting cases for SNR based 
on Eq. (4.1 1) that are relevant to Raman spectroscopy. The limiting cases often 
dictate the way the spectrometer is designed and the experiment is carried 
out and will be discussed here in general terms before specific designs are 
discussed in Chapters 8 and 9. 

The sample shot noise limit occurs when OB,  a d ,  and a, are small compared 
to os in Eq. (4.1 1). This limiting case was discussed in Section 4.2.1 and leads 
to Eq. (4.6). The SNR increases with tl / '  for a constant S(eCsec-'). As stated 
earlier, the shot noise limit yields the highest SNR possible for a given value 
of s 

The background shot noise limit is often encountered in samples containing 
fluorescent materials. A relatively small Raman peak is superimposed on a 
high background, but the noise originates almost totally in the background. In 
this case, OB = and 

As was the case with sunlight and stars, B can be so 
that SNR approaches zero. It is also interesting to note 

(4.12) 

much larger than S 
that the SNR in the 
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background shot noise limit is linear in S while SNR scales with S1/2 in the 
sample shot noise limit. 

The detector noise limit occurs commonly in FTIR spectroscopy and in most 
FT-Raman measurements. If a d  is much larger than as, a ~ ,  or a,, Eq. (4.13) 
applies: 

(4.13) 

SNRD is always smaller than that for the sample shot noise limit, all else (other 
than detector noise) being equal. As @d is decreased by improvements in the 
detector, SNRD approaches the value determined by sample and background 
shot noise. 

The readout noise limit is not encountered frequently with modern spec- 
trometers, but can be important for samples with very weak scattering. If a,. 
in Eq. (4.1 1) is dominant, the SNR is linear in S: 

St 
SNRR - 

Or 
(4.14) 

Since a, is not time dependent, the SNR increases linearly with time, and it 
would be possible to collect signal until a, is negligible. An exception would 
be an experiment with a very small S, such as Raman scattering from low- 
pressure gas or a submonolayer film, for which the signal is so weak that an 
impractically long integration time would be required for the signal to exceed 
the readout noise. In such cases, the experimenter must ensure that the detector 
has low readout noise. An example of the effects of readout noise on SNR 
for weak signals is shown in Figure 4.7. A spectrum of dextrose powder was 
obtained with low laser power, and the SNR in spectrum 4.7A is dominated 
by readout noise. Increasing the integration time 50-fold greatly improves the 
SNR, as predicted by Eq. (4.14). However, a signal average of 50 spectra 
similar to 4.7A does not yield an SNR improvement, even though the total 
acquisition times for 4.7B and 4.7C are equal. During signal averaging, both 
the numerator and denominator of Eq. (4.14) increase with the square root of 
the number of averages, leading to no gain in SNR. So signal averaging will 
not improve SNR when readout noise is significant, as each readout adds to 
the noise. 

In many practical applications, Eq. (4.11) has a significant impact on 
experimental design. Generally speaking, the experimenter should choose an 
instrument for which a; and a d  are negligible, so the SNR is determined by 
the sample and not the spectrometer. After that, is reduced as much as 
possible by judicious choice of laser wavelength or sample pretreatment. It is 
easier said than done, but ultimately, experimental conditions are selected that 
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Figure 4.7. Spectra of solid dextrose, obtained with 785 nm excitation and a dispersive/CCD 
spectrometer. Spectrum C is an average of fifty 0.1 see CCD integrations and shows no improve- 
ment in SNR over a single 0.1 sec integration (spectrum A), due to the dominance of readout 
noise. 

minimize the denominator of Eq. (4.11) while maximizing the signal. Tactics 
for maximizing SNR in this manner will be discussed later. 

4.3. SIGNAL-TO-NOISE RATIO EXPRESSIONS 

The expression for Raman signal from Chapter 3 may be combined with 
Eq. (4.1 1) to arrive at the dependence of experimental SNR on various sample 
and measurement variables. SNR is a generally more important indicator of the 
utility of the measurement than raw signal, since SNR determines the detection 
limit and overall information content. In addition, SNR may be compared for 
spectra with quite different intensity units, such as dispersive/CCD and FT- 
Raman instruments. In the remainder of this chapter, we will derive SNR 
expressions for several situations, and define a figure of merit for SNR. 

4.3.1. SNR for Analyte Shot Noise Limit 

For the case where the observed signal is due solely to Raman scattering from 
the analyte of interest, Eq. (3.6) may be substituted into Eq. (4.6) to yield 
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(4.15) or (4.16): 

SNRA is used to denote the analyte shot noise limit, and PA, DA, LA refer only 
to analyte variables. Recall that t, is the measurement time for each resolution 
element and does not necessarily equal the total measurement time tM. As 
expected, SNRA varies with t,'I2. 

An obvious but useful observation based on Eq. (4.15) is the dependence 
of SNRA on P g 1 I 2  and (ADaDTQ)'12. Improvements in the instrument that 
increase A D S ~ D T Q  or increases in power density yield only a square root 
improvement in SNR in the shot noise limit. For example, increasing Q by a 
factor of 2 might be quite expensive or may restrict the experiment in terms 
of laser wavelength or other parameters. The resulting SNRA improvement of 
1.4 may not justify the cost or effort. 

The analyte shot noise limit illustrates the fundamental importance of multi- 
channel detection for improving SNR. Equations (4.15) and (4.16) are valid 
for each resolution element in the system in a single or multichannel spec- 
trometer (but not for a multiplex spectrometer). As noted in Section 3.4 and 
Eq. (3.9), a spectrometer that can monitor N R  resolution elements simultane- 
ously increases the measurement time for each resolution element by a factor 
of N R  over the time required for a single-channel system. Since tM = NRtS, 

In effect, each resolution element of a multichannel spectrometer collects 
signal for a time t M ,  while the single-channel systems collect signal for 
ts(= t M I N R j .  I f  LA and C are equal for  both the single and multichannel 
spectrometers, Eq. (4.18) yields the relative SNRs: 

SNRA (multichannel) = (%) ' I2 = NR1I2  
SNRA (single channel) 

(4.18) 

The large improvement in SNR available with multichannel spectrometers 
is illustrated in Figure 4.8. Note that the higher SNR was achieved for a 
shorter measurement time and lower laser power. Although (4.18) states the 
often quoted N R  ' I2 "multichannel advantage," it should be emphasized that 
all other experimental parameters were assumed equal. This is rarely the case 
(and was not in Fig. 4.8), but there is nevertheless a major gain in SNR for 
multichannel spectrometers. As additional warning deals with multiplex as 
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Figure 4.8. Spectra of glassy carbon (a hard form of s p 2  carbon) with single-channel and multi- 
channel spectrometers. The multichannel system ( N R  = 512) achieved higher SNR with shorter 
measurement time and lower laser power. 

distinguished from multichannel spectrometers. Multiplex systems, such as 
those used in FT-Raman, do lead to an increase in measurement time, but do 
not have the noise characteristics noted in Eqs. (4.17) and (4.18). Multiplex 
detection will be treated in a Section 4.6. 

4.3.2. SNR for the Sample Shot Noise Limit 

We define the sample shot noise limit, SNRs, as that occuring when a d ,  CJF, 

and 0,. are negligible, and the noise is due solely to analyte and background 
shot noise. This is a common cause in dispersive/CCD Raman spectrometers 
and deserves treatment in some detail. 

Combining Eqs. (3.6) and (4.7) yields the total signal derived from analyte 
and background scattering: 
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Recall that S is the analyte signal above the background, so the signal of 
interest is given by Eq. (3.6). Thus SNRs is given by: 

As with analyte shot noise limit, SNRs scales with t1l2, but SNRs is always 
less than SNRA due to the contribution from background shot noise. Equation 
(4.20) itself has two limiting cases, depending on the relative magnitudes of 
BADA and BBDB. For small BBDB, Eq. (4.20) reduces to (4.16), the analyte 
shot noise limit. If BBDB is much larger than BADA, the background shot noise 
limit, SNRB, is reached: 

(4.21) 

Equation (4.21) applies for a small analyte signal on top of a large background 
in which case the analyte shot noise contributes little to the total noise. Since 
SNRs and SNRB are proportional to t ' /2 ,  they both are subject to an N R ~ ~ ~  
multichannel advantage, analogous to that in Eq. (4.18). For equal measure- 
ment conditions, SNRs cannot exceed SNRA, and background scattering can 
only degrade SNRs compared to SNRA. 

4.3.3. SNR for Dark Noise Limit 

If a d  is dominant in Eq. (4.ll), the combination of (3.6) and (4.9) yields an 
expression for SNRd: 

(4.22) 

SNRd scales with t1I2 but is always less than SNRA. As (PDBADAKC) increases 
to the point where it significantly exceeds @d, analyte shot noise will exceed 
dark noise (as >> ad), and Eq. (4.22) will revert to Eq. (4.16). As always, the 
best one can do is the analyte shot noise limit, when other noise sources become 
insignificant. 

4.3.4. Readout Noise Limit 

If 0; dominates the denominator of Eq. (4.1 l), the readout noise limit occurs: 

(4.23) 
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As noted earlier, this is a rare case, resulting from a very weak signal or a 
high a, (such as a photodiode array). Unlike the analyte, sample, or dark noise 
limits, SNR, is linear with t rather than t 1 / 2 .  

4.4. SNR FIGURE OF MERIT 

Rearrangement of Eq. (4.15) permits definition of an SNR figure of merit 
(FsNR), which is useful for comparing spectrometer performance (2). It is 
generally more useful than the figure of merit for signal defined in Eqs. (3.10) 
and (3.11). Equation (4.24) defines FSNR based on Eq. (4.15). 

(4.24) 

Equation (4.24) is based on total measurement time, t M ,  in part to remain 
consistent with Fs defined in Eq. (3.10). The analyte shot noise limit is used 
in (4.24), although a similar expression could be defined for SNRB or SNRs. 
If Po/AL is substituted for PD,  an alternative expression results: 

(4.25) 

In practice, F ~ N R  or F k N R  may be determined for a given spectrometer 
experimentally by measuring the SNR for a sample with known BD. For 
example, F$NR could be determined for a given spectrometer by measuring 
the SNR for neat benzene (BD = 1.93 x 10-7sr-'cm-1) and noting the 
laser power at the sample ( P O )  and measurement time t M .  In principle, 
one could also determine F/sNR from determinations of AD,  AL,  Q, Q, T ,  and 
K ;  but these variables are much more difficult to measure accurately. The 
units of FkNR (sr1/2cm'/2photons-1/2 or W-'/2sr'/2cm'/2sec-'/2) are not very 
informative but should be consistent for any comparisons of FkNR. 

The utility of F$,R stems from the adjustment of SNR for sample, power, 
and tM. Since Raman spectroscopists use a wide variety of conditions, it 
is generally difficult to meaningfully compare the SNRs from different labs. 
F k N R  will adjust for only some of these experimental differences. If one knows 
the F ~ N R  or F/sNR for a given spectrometer, the SNR can be predicted for a 
particular laser power and t M ,  if the BD product is known. In addition, F',NR 

is based on a function of six parameters on the right side of Eq. (4.25) and 
permits a fast evaluation of the magnitude of the aggregate of these variables. 
Finally, F',NR is not dependent on absolute signal magnitude but rather on 
a ratio of observable signal and noise, so that quite different spectrometers 
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(e.g., FT-Raman and dispersive) may be compared in terms of their SNR for 
a given Po/3DtM product. 

Although F ~ N R  and F L N R  differ only in the use of PD vs. Po, this difference 
can lead to important consequences. F $ N R  is easier to measure since AL need 
not be known. Most spectroscopists record Po and t M ,  so FkNR is easily deter- 
mined. For an underfilled spectrometer (AD = AL), FLNn will be independent 
of laser spot size and therefore independent of focusing parameters. However, 
if the spectrometer is overfilled (AL > AD), then a tighter laser focus will lead 
to a higher FLNR. In this case, F ~ N R  yields a more reliable estimate of the 
figure of merit. Overall, F ~ N R  is more reliable (meaning more constant for 
different sample and focus parameters) than F & R ,  but it is less convenient. 

F ~ N R  and FLNR as defined in Eq. (4.24) and (4.25) assumed the case of the 
analyte shot noise limit, with negligible contribution from background scat- 
tering or detector noise. If the background noise is considered, as in Eq. (4.20) 
and (4.21), the F ~ N R  and F$,, expressions are more complex and probably 
less useful. However, F ~ N R  and F k N R  still vary with ( P ~ t . y ) - ' / ~  or (Pots)-'/2, 
respectively, for a given sample. 

A consequence of this issue arises for tightly focused laser beams, such as 
occur in a Raman microprobe. For a spectrometer with a given F ~ N R  (and, 
therefore, A D S ~ Q T K ) ,  the observed SNR can be increased by tighter focusing, 
since for a constant Po, P D  increases as the laser spot becomes smaller. This 
is fine, provided the sample is not subject to radiation damage. If sample 
damage is an issue (e.g., for a biological sample), Eq. (4.24) is more useful, 
with insertion of the maximum permissible PD. Stated differently, the F k N ,  
may be varied at will by changing the laser focus, even if unacceptable power 
densities are reached. F ~ N R  is not subject to this variation for the overfilled 
case and can be defined with a maximum PD in mind. 

To illustrate the potential utility of FSNR, consider a scientist deciding 
on a purchase of one of two spectrometers, X and Y .  A sample of neat 
benzene (BD = 1.93 x 10-7sr-'cm-1) in spectrometer X, was illuminated 
by 515 nm laser light with a PI, of 3 x l O I 7  photons sec-1cm-2 with tM 
of 10 sec. The SNR, properly measured as S/as for the 992-cm-' band, 
is 26. The F$,, calculated from these parameters and Eq. (4.24) is 3.4 x 
10-5sr1/2~m'/2 photon-'". Suppose a similar measurement on spectrometer 
Y yielded an F ~ N R  of 17 x lop5. The fivefold higher F ~ N R  for spectrometer 
Y indicates that the SNR will be 5 times higher than for X ,  for the same 
sample, power density, and t ~ .  If readout noise is negligible, this statement 
is true for a wide range of t~ and PD, as well as for other samples with very 
different /3D. Furthermore, the SNR for Y will be five times that of X if there 
is background present and Eq. (4.20) or (4.21) apply. 

Despite the theoretical appeal of FSNR, it is likely that F k N R  will be 
more widely used, with units of W-1/2sr1/2~m3/2se~- ' /2.  From a practical 
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standpoint, it is easy to measure power in watts and measurement time for a 
sample with known BD. However, this less rigorous definition of FiNR brings 
with it the warning about variations in power density and possible sample 
damage. 

As was the case for F s ,  minor modification of FSNR is necessary for the 
case of a single channel instrument. The time that determines SNR is tS, 
which would occur instead of tM in Eq. (4.24) for a single-channel instrument. 
Keeping F ~ N R  as a parameter based on total measurement time requires the 
substitution t S  = tM/NR, and 

So F S N R  is decreased for the single-channel instrument when compared to a 
multichannel system with N R  resolution elements. 

As a final note on FSNR, it should be emphasized that a figure of merit 
for SNR is not in common use for comparison of Raman spectrometers. In 
fact, there is no standard in general use for assessing performance, except 
for comparison of spectra of particular samples of interest to the user. Some 
of these are described in Chapter 5. Here F ~ N R  and FLNR are defined in the 
hope that they will lead to a common standard for spectrometer comparison, 
at least for a few common sample types such as clear liquids or thin films. 
At the very least, F k N R  provides a means to adjust observed SNR for varia- 
tions in laser power and integration time. For example, the CCD spectrometer 
used for Figure 4.8 has an FiNR that is 219 times as large as that for the 
scanning system, based on the observed SNRs, laser power, and measurement 
times. Stated differently, the CCD system should have an SNR 219 times 
larger than that for the scanning system, for the same laser power and total 
measurement time. 

4.5. SNR AND DETECTION LIMITS 

We noted earlier that the detection limit is directly related to SNR and is often 
defined as an analyte concentration yielding a signal that is some factor, k ,  
larger than the standard deviation of the blank, @,k. It is useful to define the 
detection limit for Raman spectroscopy as the minimum detectable value of 
the cross section-number density product, or ( ~ D ) M I N .  Of course, the concen- 
tration detection limit in terms of D or molarity will depend on the magnitude 
of p, but ( ~ D ) M I N  is a more general definition that directly indicates spec- 
trometer performance. In the vast majority of analytical Raman measurements 
at low values of BD, the SNR is background noise limited, so c b k  X c ~ .  In 
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this case, Eq. (4.1 1) leads to 

(4.27) 

where S M I N  and (SNR)MIN are the signal magnitude and SNR at the detection 
limit. For example, if the requirement is that the signal be three times the 
standard deviation of the blank at the detection limit (k = 3), then (SNR)MIN 
is 3. An equivalent definition of SMIN is based on the slope, m, of a plot of 
signal vs. (PO) (see Ref. I ,  p. 173): 

(4.28) 

In both approaches, one is determining the (~D)MIN value, which yields a 
detectable signal, SMIN, meeting the requirement that the signal exceeds the 
standard deviation of the background by a factor of k. In practice, one would 
determine (#?D)MIN from Eq. (4.28). 

The detection limit is related to F ~ N R  through rearrangement of Eq. (4.24) 
to yield 

If power instead of power density is preferred, Eq. (4.30) applies: 

(4.29) 

(4.30) 

and (SNR)MIN is generally set equal to 3. Note that (#?D)MIN depends on power 
and measurement time and is a strong function of the SNR figure of merit. 
Equations (4.29) and (4.30) permit estimation of the detection limit in terms 
of (#?D)MIN directly from the SNR figure of merit. 

4.6. SNR FOR MULTIPLEX SPECTROMETERS 

As noted in Section 3.4, multiplex and multichannel spectrometers can monitor 
many wavelengths simultaneously, although they do it in different ways. For 
the same measurement time, these spectrometers can monitor each wavelength 
N R  times longer than a single-channel instrument. Most of the discussion in 
this chapter has dealt with multichannel systems, which have a large number 
of identical detectors monitoring N R  different wavelengths in parallel. Each 
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detector is assumed to have properties approximating those of a single-channel 
detector, so the main effect on signal is a lengthening of the collection time 
for each detector by a factor of N R  [Eq. (3.9)]. 

Multiplex spectrometers operate in a fundamentally different mode, with 
major consequences to the SNR. As noted earlier, the term multiplex means 
that photons of different wavelengths are detected by a single detector, then 
some postacquisition processing is used to sort out the contributions from 
different wavelengths. For example, FT-Raman uses a Michelson interfero- 
meter to modulate all wavelengths before detection by a single detector, then 
the wavelengths are sorted according to modulation frequency by a Fourier 
transform. 

SNR analysis for multiplex and FT spectrometers is fairly complex and 
largely beyond the scope of this book (3-5). However, a nonrigorous discus- 
sion is useful for comparing FT-Raman and other multiplex techniques to 
dispersive systems. The signal for a multiplex system follows Eq. (3.6), with 
each wavelength (or, actually, the range of wavelengths contained in a given 
resolution element) being monitored for a time, t M ;  and t M  might be the inter- 
ferometer scan time or the total time for several scans that are co-added. 
Restricting the discussion to FT-Raman for the remainder of this section, Eq. 
(3.6) may be recast as: 

Equation (4.31) applies to a particular wavelength or Raman shift, but the 
observed interferogram is actually the sum of all monitored wavelengths, after 
each is modulated at a different frequency by the interferometer. After Fourier 
transformation, the response for a given Raman shift will be proportional to 
SR. An additional observation of experimental significance is that ( A D Q T Q ) ~  
may differ greatly from the same quantity for a dispersive system. 

If we assume a stable laser and negligible readout noise, Eq. (4.1 1) reduces 
to contributions from shot noise and detector noise: 

Substituting for the u values in (4.32) yields 

Now, the big difference between multichannel and multiplex techniques 
arises because a single detector in FT-Raman is collecting all the modulated 
wavelengths at once. Consider a single data acquisition in an FT experiment, 
with the interferometer at a fixed position. The detector collects light from 
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all Raman shift values and does not “know” whether the photons are from 
one analyte band or another or from background. So the shot noise in the 
data point thus acquired has contributions from all wavelengths in the spectral 
region observed. The shot noise in a given data acquisition is the sum of all 
contributions, as stated in: 

(4.34) 

The essential point here is that the signal magnitude for a given Raman shift 
value, as plotted in the spectrum after Fourier transformation, is proportional 
to the photons observed for that Raman shift only, while the noise has contri- 
butions from all Raman shift values. If we define 4s as the rate of electron 
electron generation from photons reaching the detector, averaged over all NR 
resolution elements: 

(4.35) 

(4.36) 

Note that since 4s is an average, it is not wavelength dependent, so the noise in 
an FT-Raman spectrum is equal across the entire wavelength range monitored. 

In the detector noise limit that is often observed for FT experiments, 

(4.37) 

In this limit, the SNR increases with t i 2 ,  and the familiar N;12 “multiplex 
advantage” over a single-channel system results. Although this N;I2 advantage 
is the same as that observed for multichannel systems [Eq. (4.18)], it has a 
very different origin and applies to a different limit (detector noise limited as 
opposed to shot noise limited). SNRFT in the detector noise limit is always 
lower than that observed for the shot noise limit, since by definition, @d was 
assumed to be much greater than @&y. 

If detector noise decreases to values much smaller than @s, the (SNR),, is 
governed by: 

(4.38) 
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The magnitude of (SNR), compared to the SNR for a single or multichannel 
system depends on the magnitude of &, the average signal across the spec- 
trum. If there is only one sharp peak in the spectrum, then 4s = S ~ / N R ,  
and (SNR), equals SNRA from the multichannel system [Eq. (4.17)]. As 
the spectrum becomes more complex, 4s increases, and (SNR)FT degrades. 
The additional spectral features contribute to the shot noise for Si and all 
other Raman bands. In the extreme of a nearly flat spectrum (such as might 
be observed for high background), 4s = Si and (4.38) becomes 

(4.39) 

The multiplex advantage has been lost completely, and the FT spectrometer 
has the same SNR as a single-channel scanning system, in the case of a flat 
spectrum. For spectra more complex than a single peak, but not to the limit 
of a flat (i.e., “white”) spectrum, SNRFT will lie between the limits described 
by Eqs. (4.38) and (4.39). 

As a rule of thumb, an FT spectrometer will exhibit a significant multi- 
plex advantage when detector noise is present, compared to a single-channel 
spectrometer. As the detector noise becomes negligible, the Nk/* multiplex 
advantage is lost unless the spectrum consists of only a few lines on a 
low background. For the common case of a broad background with super- 
imposed Raman features, SNRR is comparable to a single-channel system. 
In contrast, multichannel spectrometers retain the N;I2 advantage even with 
complex spectra, high background, or significant detector noise. As we will 
see in Chapters 8 and 9, multiplex spectrometers can have significantly larger 
ADQ products than multichannel systems, and this factor can partly equalize 
the SNR for a given measurement performed with both spectrometer types. 
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CHAPTER 

5 

INSTRUMENTATION OVERVIEW AND 
SPECTROMETER PERFORMANCE 

As noted in Chapter I, the relatively recent explosion in Raman instrumen- 
tation started with Fourier transform (FT)-Raman in 1986 and accelerated 
with the introduction of charge-coupled devices (CCDs), diode lasers, holo- 
graphic optics, and the like starting about 1987. These advances resulted in a 
rather daunting array of possible configurations for Raman spectrometers, often 
intended for different applications. A new user considering a Raman appli- 
cation must decide which of many available configurations is best for either 
the specific problem or more generally for the anticipated mix of samples and 
applications. Before discussing major components in detail in Chapters 6 to 
9, we will consider some general instrumental issues and their importance to 
selecting or building a Raman spectrometer. In several cases, choices about 
particular instrument components have major effects on the entire spectrometer 
design. For example, the laser wavelength might dictate the spectrometer type 
(dispersive or nondispersive), the detector (single or multichannel), and the 
maximum achievable signal-to-noise ratio (SNR). As always, the choice from 
many instrumental configurations is dictated by the application and sample 
requirements. 

5.1. MAJOR SPECTROMETER COMPONENTS 

The generic spectrometer shown in Figure 1.7 will be one of two fundamen- 
tally different designs, dispersive (Fig. 5.1) (1,2) or nondispersive (Fig. 5.2) 
(3). In both cases, the objective is a plot of Raman intensity (photons per 
second) vs. Raman shift (in reciprocal centimeters), but this result is accom- 
plished by very different procedures. The laser and sampling module may 
be similar for the two designs (although the laser wavelength is probably 
not), and both systems are amenable to fiber optics, microscopes, and other 
sampling accessories. The dispersive system separates wavelengths spatially, 
to be scanned across a single detector or monitored by many parallel detectors. 
Nondispersive spectrometers do not spatially separate different wavelengths 
but usually modulate them so that each wavelength has a characteristic modu- 
lation frequency. The composite modulated signal is then monitored by a 
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Raman spectrum 
A 

Multichannel detector 

i/ laser 

Figure 5.1. Schematic of the operation of a dispersive multichannel Raman spectrometer. Each 
detector element detects photons of a different Raman shift, and the spectrum is read out directly 
in terms of intensity (number of photons) vs. detector position (Raman shift). 

- Raman spectrum A 
t i interferogram 

fi detector multiplexer 

sample 

laser 

Figure 5.2. Schematic of a nondispersive, FT-Raman spectrometer. A single detector monitors 
photons with all Raman shifts, after each has been modulated by a multiplexer such as an 
interferometer. Rainan spectrum is obtained by Fourier transformation of the detector output 
(interferogram). 

single detector and demodulated by a Fourier transform. The advantages and 
shortcomings of each method are discussed below and in subsequent chapters, 
but the choice between the two is clearly an important criterion when selecting 
a spectrometer. 

The choice of laser wavelength is critical to the success of Raman for a 
given application and has major effects both on the observed spectrum and 
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Table 5.1. Criteria for Raman Spectrometer Selection 

1. 

2. 

3. 

4. 

5. 

Laser wavelength and power 
a. Is fluorescence background a major problem? 
b. Are low detection limits required? 
c. Are electrical and cooling requirements important? 
Dispersive vs. nondispersive wavelength analyzer 
a. How important are spectral coverage and resolution? 
b. Does the application require high sensitivity? 
c. Does the application require tolerance to vibrations or temperature variation? 
Sampling mode 
a. Are samples open powders? Liquids in vials? Inside containers? 
b. Is sample microheterogeneity important? 
c. Is the sample in a harsh or dangerous environment or remote from the 

d. Is automated sample handling required? 
Data analysis 
a. Is data analysis primarily qualitative, such as compound identification? 
b. Is it primarily quantitative analysis of one component? 
c. Is it quantitative analysis of multiple components? 
Capital and operating costs 
a. Purchase price of spectrometer and laser 
b. Installation, including cooling water (possibly) and power 
c. Utilities and maintenance 
d. Sampleshour of operator time 

spectrometer (or both)? 

the instrument design. Sampling mode could be “conventional” 90” or 180” 
backscattering from a sample compartment, microscopic through an optical 
microscope or imaging system, or remote, with fiber optics. Detector choice 
depends in turn on laser wavelength and spectrometer type and will be dictated 
by speed, spectral coverage, and sensitivity. Finally, the data acquisition and 
analysis system may vary from a simple, “one-button’’ operation to complex 
multivariate techniques and Fourier transformations. 

The many options are discussed briefly below and in more detail in Chapters 6 
to 9, but for now, it is useful to list the selection criteria for a Raman spectrom- 
eter. The list is in order of decreasing priority, and in several cases decisions 
made early in the sequence restrict later options. These criteria are outlined in 
Table 5.1, along with several questions affecting a user’s decision. 

5.2. LASER WAVELENGTH 

Before beginning a detailed discussion of spectrometer design, the first two 
criteria in Table 5.1 deserve special note. The choice of laser wavelength 
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usually involves trade-offs among three factors: Raman cross section, detector 
sensitivity, and background scattering from the sample. As noted in Chapter 2, 
most Raman cross sections decrease with increasing laser wavelength, but 
some scatterers exhibit resonance effects that can be very large. If resonance 
enhancement of a particular analyte is essential for a given application, then 
that requirement dictates the laser wavelength. In the absence of resonance 
effects, a shorter laser wavelength will yield larger cross sections and sensi- 
tivity, with a l /h4 dependence. In addition, shorter wavelengths can usually 
be detected with higher quantum efficiency and less noise, thus improving 
sensitivity. However, shorter wavelengths also are more likely to excite fluo- 
rescence since more electronic transitions occur in the ultraviolet (UV) and 
visible than in the infrared regions. So, if a significant number of potentially 
fluorescent samples is anticipated, the laser wavelength should be as long as 
permitted by sensitivity requirements. As noted in Chapter 4, one is trading off 
the higher sensitivity at shorter laser wavelengths vs. the lower background at 
longer wavelengths, with the ultimate objective being maximum SNR. Some 
practical effects of laser wavelength are summarized in Table 5.2. 

The effect of laser wavelength is illustrated in Figure 5.3 for a human 
breast biopsy sample. Six Raman spectra were acquired with lasers ranging 
from 406 to 830 nm. At 406 nm, fluorescence is sufficiently intense that the 
Raman signal is unrecoverable from background. This is the background shot 
noise limit [Eq. (4.21)] in which the SNR for the Raman signal approaches 
zero because of high background. With a 514.5 nm laser, carotenoids (related 
to /I-carotene) are resonance enhanced and easily observable above a still high 
background. Carotene is a minor component (< 1 per cent) but a very strong 
scatterer. If the objective were to monitor carotenoids in biological samples, 
resonance effects should obviously be exploited. For laser wavelengths of 
691 nm and longer, the carotene resonance enhancement is absent (or at least 
much smaller) and the spectrum of fatty acids is apparent. These features are 
smaller than they were for a 5 14.5 nm laser, but the background is much lower 
and the SNR is higher. Referring to Eq. (4.20), the SNR improved when the 
laser wavelength increased because the background ( ~ B D B )  decreased much 

Table 5.2. Generalizations on Laser Wavelength 

Shorter Wavelength Longer Wavelength 

Larger cross section 
Lower detector noise 
Dispersive spectrometer Nondispersive spectrometer 
Higher background Lower background 
Often background shot noise limited 
Generally much higher SNR 

Smaller cross section 

Generally detector noise limited 
Lower SNR requires higher laser power 
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Figure 5.3. Raman spectra (uncorrected) of a normal human breast biopsy specimen obtained 
with lasers of various wavelength between 406 and 830 nm. (Adapted from Reference 4, with 
permission.) 

more than the signal    ADA). As longer wavelengths are employed, the back- 
ground continues to decrease. Eventually, the SNR will degrade again as the 
lower detector Q or higher dark noise become factors. 

The effect of detector noise is shown in Figure 5.4, for the common throat 
medicine Chloraseptic. At 514.5 nm, the red dye fluoresces and obscures the 
Raman scattering. At 785 nm, the greatly reduced fluorescence permits obser- 
vation of Raman scattering from phenol, glycerin, and saccharin. At 1064 nm, 
the background is still lower, but detector noise has become a significant factor. 
In this case, the 1064 nm laser dictates the choice of a noisier detector, since 
the CCD used at 785 nm is insensitive above about 1050 nm. This example 
illustrates an important rule of thumb: The laser wavelength should be as 
long as required to avoid fluorescence, but not so long that signal strength 
and detector noise become problems (2,4). Stated in terms of Eq. (4.1 l), the 
objective is to maximize SNR by choosing a laser wavelength that yields the 
largest S while minimizing (ui + uj).  

A quite different approach to improving signal and reducing background 
involves excitation with ultraviolet lasers in the range of 220 to 260 nm. 
UV-Raman at these wavelengths often exhibits resonance enhancement from 
aromatic rings, for example, and is sometimes called UV resonance Raman 
(UVRR) spectroscopy (5-7). Although UV-Raman is instrumentally more 
demanding than visible or FT-Raman, its advantages for analytical applications 
have been pointed out by Asher and co-workers (8-12). First, cross sections 
in the UV are larger due to the u4 factor and can be enhanced further by 
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Figure 5.4. Spectra of Chloraseptic throat medicine obtained with different spectrometers. 
(A) 514.5 nm laser, 100 mW, 5 sec integration; (B) 785 nm, SO mW, 150 sec integration, 
4 cm-' resolution, CCD detector; (C) FT-Raman, 150 sec acquisition time, 100 mW, 4 cm-' 
resolution. 

resonance. Second, many fluorophors are inactive when excited by deep UV 
(<260 nm), thus reducing background. An impressive case is the observation 
of Raman scattering from aromatic hydrocarbons in coal liquids (1 2). Third, 
UV Raman is much less sensitive to black-body background, and spectra may 
be obtained for hot samples. At present, lasers are expensive and CCDs are 
not as sensitive in the UV region, but doubled argon lasers show significant 
promise (10). In this author's opinion, there are some technical and safety 
issues to overcome before UV-Raman can compete with visible and near- 
infrared (NIR) Raman in an analytical setting. However, the special advantages 
of UV-Raman may justify the cost in certain applications. 

5.3. DISPERSIVE VS. NONDISPERSIVE SPECTROMETERS 

At the time of this writing, the Raman spectrometer market is approximately 
split between dispersive (spectrograpMCCD) and nondispersive (FT-Raman) 
instruments. Both types have their pros and cons, which enter into a selection 
for a given application. Several generalizations are listed in Table 5.3. These 
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Table 5.3. Comparison of Spectrometer Types 

DispersiveKCD FT-Raman 

ADVANTAGES 

Sensitive Excellent frequency precision 
Higher SNR Higher AS2 
Laser h = 200-800 nm (limited by 

response CCD) 
Lower laser power 
No moving parts (often) 

Always >lo64 nm 

Better fluorescence avoidance 
Good libraries 

DISADVANTAGES 

Spectral coverage/resolution trade-off Lower SNR 
More fluorescence 
Resolution varies across spectrum 

Often high laser power 
Full spectral coverage with constant 

resolution 

comparisons are somewhat dependent on current technology, while others 
are inherent to the wavelength analysis technique. The relationship between 
wavelength choice and spectrometer type evident in Tables 5.2 and 5.3 is 
technical rather than fundamental. With today’s technology, a spectrometer 
with a laser wavelength longer than 850 nm will be nondispersive, since suit- 
able multichannel detectors are not available for Raman-shifted wavelengths 
longer than about 1000 nm. Furthermore, there are good reasons to avoid 
laser wavelengths below 850 nm with a nondispersive system (in general) 
due to the multiplex disadvantage discussed in Chapter 4. There is a major 
technical separation of spectrometer type into those designed to operate with 
Raman-shifted light below 1000 nm and those for longer wavelengths. This 
separation is currently dictated by the silicon photoresponse curve (discussed 
in Chapter 8) and by the currently poor noise characteristics of multichannel 
detectors for wavelengths above 1000 nm. Since this separation is technical 
rather than fundamental, it may change with evolving technology. However, 
it currently has a major effect on the way Raman spectrometers are designed 
and selected and on their suitability for particular applications. 

5.4. PERFORMANCE CRITERIA 

Several benchmarks for spectrometer performance are listed below, which 
vary in relative importance depending on the anticipated applications. Similar 
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parameters will be discussed later for particular components, but those listed 
here are characteristics of complete, integrated spectrometers. Whatever the 
properties of the components, the success of the measurement depends on the 
performance of the entire instrument. 

5.4.1. Frequency Precision and Accuracy 

Assignment of Raman features, library searching, and spectral subtraction 
depend on reproducible Raman shift values. Frequency accuracy becomes 
increasingly important as spectral databases become available, since spectra 
from a wide variety of spectrometers will contribute to the database. A conse- 
quence of frequency imprecision is shown in Figure 5.5 for a commercial 
tablet containing the pain reliever ibuprofen. With accurate Raman shifts, the 
ibuprofen spectrum from a library can be subtracted to yield the spectrum 
of a coating component, titanium dioxide (spectrum 5.5B). If the frequency 
is offset by 3 cm-' , however, significant artifacts remain after subtraction 
(spectrum 5.5C). Unfortunately, peak frequencies in the literature often vary 
by several reciprocal centimeters for a given Raman feature, but accuracy of 
substantially better than f 1 cm-' is routinely achievable. In some spectro- 
meters, < 1 cm-' accuracy is both routine and automatic (Chapter 10). 

Motrin - ibuprofen 

Same, 3 cm-I offset 

400 600 800 1000 1200 1400 I600 1800 

Raman shift, cm-' 

Figure 5.5. Raman spectra of Motrin anti-inflammatory tablet obtained with a 785 nm laser (A). 
Spectrum B was obtained by subtracting a reference spectrum of ibuprofen from spectrum A, 
revealing the Ti02 coating on the Motrin tablet. Spectrum C shows the effect of a 3 ern-.' 
frequency offset preceding spectral subtraction. 
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Figure 5.6. Spectrum of Motrin obtained with a 785 nm laser, but not corrected for instrument 
response function (spectrum A). Spectrum B results from subtraction of a corrected library 
spectrum for ibuprofen from spectrum A. Residual ibuprofen features result from differences in 
relative intensity between the corrected and uncorrected spectra. 

5.4.2. Reproducibility of Relative and Absolute Peak Intensities 

Although less important than peak frequencies, peak intensities obviously 
play a role in quantitative analysis and, in many cases, qualitative identifi- 
cation. Multivariate calibration techniques and their transferability depend on 
reproducible relative peak heights. A possibly lengthy method development 
procedure may fail when a different spectrometer is used, if the observed inten- 
sities vary. Reproducibility of absolute signal is difficult to achieve between 
labs or even between instruments of the same design, but it is important 
for a particular instrument. Absolute intensities can at least be used to eval- 
uate day-to-day instrument performance and to detect hardware or alignment 
problems. 

Calibration of relative intensities will be discussed in Chapter 10, but an 
illustration of its importance is provided in Figure 5.6. If the Motrin spectrum 
exhibits different relative peak intensities from those in a library, spectral 
subtraction leaves a residue from the subtracted spectrum. 

5.4.3. Figures of Merit 

The figures of merit, F s  and FsNR, defined in Chapters 3 and 4, permit compar- 
ison of spectrometers for a given sample and laser power. Equation 4.29 shows 
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that F ~ N R  is directly related to the limit of detection, while both F s  and F ~ N R  
permit estimation of the measurement time required for a given signal or SNR. 
Both figures of merit are useful when evaluating spectrometers for applications 
involving weak or dilute scatterers or where measurement time is an issue. 

5.4.4. Available Laser Power 

The figures of merit are normalized to a given laser power since they apply to 
collection rather than excitation of Raman scattering. Referring to Eq. (3.10) 
and (4.24), increasing laser power will increase the signal and SNR for a 
given value of the spectrometer figure of merit, F s  or F S N R .  While high 
laser power is desirable in this regard, there are limitations. High power, or 
more precisely high power density, can cause thermal or photolytic damage to 
the sample, ultimately limiting the acceptable power density. Sample damage 
requires an increase in F s  in order to lower the power density and maintain 
the signal. A second limitation on laser power is more pragmatic, involving 
cost or utility requirements. With today’s technology, lasers with outputs of 
greater than about 500 mW require cooling water or external heat exchangers 
and are impractical for many requirements. 

5.4.5. Environmental Requirements 

Spectrometer designs differ in their sensitivity to vibration, dust, tempera- 
ture changes, and the like, and in the utilities they require. On-line or at-line 
applications generally require a rugged instrument with minimal periodic main- 
tenance. For routine use, cooling water or liquid nitrogen are often impractical, 
and stand-alone operation on only 110 V power is desirable. In addition, 
ambient light is usually not controlled in on-line or at-line applications, and 
resistance to stray light should be designed into the system. 

In some cases, these environmental requirements are met by locating the 
spectrometer remotely from the sampling point, in a cleaner, more controlled 
environment. Fiber-optic probes, described in Chapter 12, have been used 
successfully when the sampling point is located 100 m or more from the 
spectrometer. Depending on the application, fiber-optic sampling may be a 
critical performance requirement. 

5.4.6. Capital and Operating Costs 

In addition to original purchase cost, spectrometers vary in their lifetime oper- 
ating expense. At this writing, the largest maintenance cost relates to the 
laser, as currently popular lasers require expensive tube or diode replacement 
every 5000 to 10,000 h of operation. In addition, lasers differ greatly in  the 
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cost and convenience of electrical power and cooling water (Chapter 7). The 
high sample throughput of modern Raman spectrometers is likely to provide 
competitive per-sample costs compared to Fourier transform infrared (FTIR), 
liquid chromatography (LC), and the like, thus mitigating the currently high 
capital cost. 

5.5. SAMPLES FOR SPECTROMETER EVALUATION 

Given the wide range of capabilities of various instruments, it is ultimately 
up to the user (or buyer) of a spectrometer to determine which performance 
criteria to emphasize. Instrumental specifications are important, but a more 
direct measure of performance is the quality of spectra obtained for samples 
representative of the type the user intends to examine. It is usually possible 
to require vendors to run a prospective buyer’s samples before purchase. A 
more general approach is to evaluate spectrometers with samples that are 
chosen to “exercise” certain aspects of spectrometer performance. If such 
samples are commonly available and have known spectra, they can provide 
useful comparisons. The list of samples presented below is by no means 
comprehensive in that not all aspects of spectrometer performance are eval- 
uated. However, the samples described in Sections 5.5.1 to 5.5.9 provide an 
initial set of readily obtainable materials that can reveal important strengths 
and weaknesses of particular spectrometers. The samples are listed under the 
performance criteria they are intended to evaluate, and sample spectra are 
provided in Figures 5.7 to 5.17. 

5.5.1. Frequency Accuracy 

As described in more detail in Chapter 10, the American Society for Testing 
and Materials (ASTM) has established several compounds as frequency stan- 
dards (13). The Raman shifts for these materials were determined by at least 
six independent laboratories, and the standard deviation of each frequency 
was less than 1 cm-’. Figure 5.7 shows a spectrum of 4-acetamidophenol, 
the active ingredient of Tylenol and several other analgesics. The indicated 
frequencies were determined with both 5 14.5- and 1064 nm lasers and did not 
show any laser wavelength dependence. 

5.5.2. Low Raman Shift Performance 

The requirement to suppress the much stronger signal from elastically scat- 
tered laser light in order to observe weak Raman features becomes more 
problematic at low Raman shifts. As noted in Section 8.2.1, this stray light 
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Figure 5.7. Spectrum of 4-acetamidophenol obtained with a Spex 1403 double monochromator, 
photon counting PMT, and 514.5 nm laser. Frequencies are from ASTM Standard E 1840. Stan- 
dard deviations of all frequencies except 213.3 and 3326.6 are less than 1 cmpl for determination 
by six independent laboratories. 

interference becomes stronger as the laser frequency is approached. In general, 
spectrometers differ significantly in their ability to observe Raman shifts below 
approximately 300 cm-', due to the methods used to reject stray laser light. 
Elemental sulfur has several low-frequency Raman bands (Fig. 5.8) that test 
the ability to observe low Raman shifts. It should be noted that sulfur is a very 
strong Raman scatterer and will not simultaneously provide a good measure 
of sensitivity and low Raman shift performance. Another sample that is often 
recommended is the amino acid cystine, which has a Raman band at 7 cm-'. 

5.5.3. Weak, Clear Scatterers 

Solutions in clear solvents (including water) are common samples for Raman 
spectroscopy, and spectrometer design can have a large effect on the size of the 
signal and the SNR. Na2S04 dissolved in water is a convenient example of a 
clear solution containing a relatively weak Raman scatterer. For the conditions 
of Figure 5.9. the intensity of the 981 cm-' band of 0.1 M Na2S04 is approx- 
imately as large as that from the cell and spectrometer background. Repeated 
determination of the area of the 981 cm-' band yielded a relative standard 
deviation for the conditions employed of 0.5 per cent, corresponding to a SNR 
of 200. Spectra of more dilute SOT2 solutions are shown in Figure 5.10. The 
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Figure 5.8. Raman spectrum of elemental sulfur obtained at 514.5 nm with a Dilor X-Y triple 
spectrometer and CCD detector. 
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Figure 5.9. Spectra of 0.1 M Na2S04 in a 1 cm quartz cuvette in water obtained with a Chromex 
Raman 2000 spectrometer and EEV 15-1 1 deep depletion CCD (-9o"C), 50 mm slit, 600 linelmm 
grating, 50 mW of 785 nm light at sample, 20 integrations of 40 sec each were averaged. Lower 
spectrum is difference between the two upper spectra. 
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Figure 5.10. Spectra of Na2S04 solutions, all after subtraction of water in cuvette background. 
Conditions as in Figure 5.9, except: (A) 0.1 M Na2S04, average of five 25 sec integrations; 
(B) 0.01 M Na2S04, average of five 25 sec integrations; (C) 0.001 M Na2SO4, average of sixty 
50 sec integrations. 

0.01 M, 125 seconds 
SNR- 19 

relatively long laser wavelength in this case (785 nm) yields a modest detection 
limit (for SNR -3)  for this system of just under 0.001 M. 

5.5.4. White Solid with Weak Raman Scattering 

White powders can present a challenge, since they generate a large elastic 
scattering signal. Several percent of the incident laser light may be scattered 
elastically into the spectrometer, representing a signal that is lo4 to 10’ times 
as strong as the Raman scattering. When the white solid is also a weak Raman 
scatterer, the sample becomes a severe test of both spectrometer sensitivity 
and laser light rejection. Powdered sucrose, lactose, dextrose, and the like are 
good examples of strong elastic scatterers with moderate Raman signals, and 
reasonable spectra should be obtainable with most spectrometers (e.g., see 
Fig. 5.16). Carbopol is a pharmaceutical excipient that is quite challenging, as 
it also has moderate fluorescence. Figure 5.11 shows spectra obtained with a 
785 nm dispersive system and an FT-Raman system. 

5.5.5. Fluorescent Samples 

A discussed in Section 5.2, the choice of laser wavelength is often governed 
by background fluorescence, which generally decreases at longer wavelength. 
Rhodamine 6G is an example of a strongly fluorescent sample when observed 
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Figure 5.11. Spectra of polyacrylic acid homopolymer (Carbopol 93413, also “carbimer” resin, 
CAS registry 9003-01-4) unpacked powder. Spectrum A is an open powder obtained with the 
conditions of Figure 5.9, except 100 mW at sample and averaging of forty 3.5 sec integrations. 
A multipoint baseline was subtracted to yield spectrum A. Spectrum B obtained with a Bruker 
IFS 66 FT-Raman, germanium detector, 325 mW at sample, 1024 scans, 30 min total acquisition 
time, 4 cm-’ resolution. 

with 514.5 nm light, but quite suitable for Raman spectroscopy for laser wave- 
lengths above approximately 700 nm. Figure 5.12 shows an R6G spectrum 
demonstrating Raman scattering superimposed on a slowly declining fluo- 
rescence “tail.” As the laser wavelength is increased, the tail becomes less 
intense relative to Raman scattering. Chloraseptic throat medicine is illustrated 
in Figure 5.13, as an example of a fluorescent solution of low concentration 
(1 per cent phenol in water, plus saccharin, glycerol, coloring). The acqui- 
sition time and laser power of the FT-Raman spectrum in Figure 5.13 were 
significantly larger than those of Figure 5.4, to improve SNR. 

5.5.6. Opaque Solids 

The penetration depth of the laser into a black solid can be quite short (< 
1 pm), thus reducing the effective path length (dz or K from Chapter 2) and 
the Raman signal. Even samples with large cross sections, such as graphite, 
can yield quite weak Raman signals because both the laser and scattered light 
are severely attenuated in the sample (see Section 6.3.2). The spectrum of a 
silicon wafer used for integrated circuit fabrication is shown in Figure 5.14. It 
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Figure 5.12. Rhodamine 6G laser dye (open powder, Exciton), observed with conditions of 
Figure 5.9, except average of twenty 0.2 sec integrations. Both spectra are response corrected, 
but lower spectrum is after a linear baseline was subtracted. 
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Figure 5.13. Chloraseptic (Procter & Gamble) throat medicine (1 per cent phenol, in water, plus 
glycerol. saccharin, dye) following subtraction of water and cuvette background. (A) conditions 
of Figure 5.9, average of five 30 sec integrations. (B) conditions of Figure 5.1 IB, using 512 
scans and 16 min total acquisition time. 

will be pointed out later that microprobe Raman systems often provide strong 
spectra for opaque solids, since their power density is high and depth of field 
is small (Chapter 11). Graphite from pencil lead is more readily available than 
silicon, although more variable in properties, but still provides a simple test 
of a spectrometer for strongly absorbing samples (Fig. 5.15). 
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Figure 5.14. Unpolished side of Si (100) wafer, after subtraction of spectrometer background. 
Conditions same as Figure 5.9, but using a single 10 sec integration. 
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Figure 5.15. Spectrum of graphite in No. 2 pencil lead obtained with Dilor microscope and 50x 
objective. Five spectral segments with total acquisition time of 20 min; 5 mW at sample, 100 pm 
slit, resolution of -4 cm-I. 
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Dextrose through vial, 785 nm 
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Raman shift, cm-I 

Figure 5.16. ACS reagent grade dextrose (glucose) solid inside USP amber vial. Conditions of 
Figure 5.9, average of five 10 sec integrations. Ream entered through bottom of USP vial, and 
vial spectrum was subtracted. 

5.5.7. Through-Glass Sampling 

The ability to obtain spectra of samples contained in glass or plastic vials 
without sample preparation is an attractive feature of Raman spectroscopy, 
since it permits noninvasive and nondestructive sampling. Not all spectro- 
meter configurations can successfully observe samples in vials, due to optical 
geometry, working distance, or unsuitable laser wavelength. Of course, sample 
containers vary widely in thickness, shape, and material, but one example is 
shown in Figure 5.16. A USP (United States Pharmacopeia) amber vial is a 
standard container (with reproducible properties) used in the pharmaceutical 
industry, with a thickness of amber glass of about 3 mm (14). Figure 5.16 
shows a spectrum obtained with 785 nm light directly through the bottom of 
the USP vial, with 180" geometry. 

5.5.8. Response Uniformity 

As noted in Section 5.4.2 and discussed in detail in Chapter 10, the relative 
peak heights observed in Raman spectra are strong functions of instrumental 
variables. These variations can be corrected, but it is useful to have a standard 
with known intensities in order to evaluate the instrument and the correction 
procedure. Figure 5.17 shows raw and response-corrected spectra of cyclo- 
hexane for 785 excitation. The relative peak areas for cyclohexane vary with 
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Cyclohexane 
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500 1000 1500 2000 2500 3000 
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Figure 5.17. Spectrum of cyclohexane in 1 cm cuvette before (A) and after (B) instrument 
response correction as described in Chapter 10. Numbers above peaks indicate relative peak 
areas over the integration ranges shown. Spectrum A obtained with conditions of Figure 5.9, 
except using a 300 line/mm grating (see also footnote e of Table 10.7). 

laser wavelength, but fairly weakly (see Chapter 10). The large difference in 
relative intensities between the raw spectrum and the ‘‘true” values of the 
corrected spectrum illustrates that instrumental effects on spectral appearance 
can be large. A detailed description of response correction is provided in 
Chapter 10, but Figure 5.17B is a visual representation of the corrected cyclo- 
hexane spectrum for 785 nm excitation (15). 

5.5.9. Spectral Resolution 

The ability to distinguish closely spaced peaks in spectroscopy has received 
much attention in the classical literature, and many of the same principles apply 
to Raman spectroscopy. Raman does require fairly high frequency precision 
and resolution, since one is observing relatively small frequency shifts from a 
particular laser frequency (see Chapter 10 for more detail). In the context of 
spectrometer evaluation, it should be noted that most analytical Raman appli- 
cations involve liquids and solids in which Raman bandwidths are significantly 
greater than those in the gas phase. The narrowest linewidths encountered in 
most liquid and solid samples are in the range of 3 to 10 cm-’. 

At present, there is no agreed upon standard for resolution of Raman spec- 
trometers. A pragmatic criterion for spectral resolution is the instrumental 
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Figure 5.18. Spectra of an acetaminophen pellet obtained at 785 nm with a 250 mm, 
600 line/mm spectrograph and varying slit width. The bandpass is an indication of instrumental 
linewidth and is a linear function of slit width [Eq. (8.7)]. The cases shown used 50-, loo-, 200-, 
and 500 Lm slit widths. Arrows indicate features that are quite resolution dependent. 

linewidth, which is fairly easily determined. If a hypothetical Raman band 
were infinitely narrow, the spectrometer would cause some apparent broad- 
ening due to its finite resolution arising from finite dispersion and pixel size in 
a dispersive system or finite mirror travel in an FT-Raman system. The spec- 
trum of the narrow source would appear as a band on the final spectrum, and 
the observed bandwidth is often defined as the instrumental linewidth (ILW). 
Usually, the ILW is equated to the full width at half maximum (FWHM) of 
the observed “Raman” band of a very narrow source. An additional commonly 
used term describing resolution is the “spectral bandpass,” which is similar but 
not identical to the ILW. The factors that determine bandpass are described in 
Chapter 8. 

A low-pressure atomic emission lamp such as neon or argon emits atomic 
lines of sufficiently narrow linewidth to be considered “infinitely narrow” for 
most Raman spectrometers (an example is shown in Fig. 10.1). The width of 
atomic emission lines depends on temperature and pressure, but is generally 
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less than 0.001 nm. Thus 0.001 nm width corresponds to t0.03 cm-' at 
600 nm or 0.01 cm-' at 1000 nm, much narrower than solid or liquid Raman 
bands. So the observed FWHM of an emission line from a simple neon bulb is 
a good indication of instrumental linewidth. A more detailed specification for 
using atomic emission sources to determine ILW is currently under discussion 
by the ASTM Raman subcommittee. 

Two Raman samples that provide indications of spectral resolution are cyclo- 
hexane and 4-acetamidophenol. The 801 cm-' band of liquid cyclohexane 
(Fig. 5.17) has a true linewidth (FWHM) of 4.0 cm-I, and an observed linewidth 
larger than 4 cm-' indicates some degree of instrumental broadening. The 
Raman band of 4-acetamidophenol at -1614 cm-' (Fig. 5.7) is split into two 
bands approximately 8 cm-' apart. The spectral resolution required to resolve 
these two features as distinct peaks is adequate for the vast majority of analyt- 
ical applications. The effect of resolution on the appearance of a typical Raman 
spectrum is shown in Figure 5.18 in which the slit width of a dispersive/CCD 
system was varied to change the spectral resolution. The bandpass was deter- 
mined from the slit width and grating, as described in Chapter 8. As the bandpass 
increases, the spectral resolution worsens, peaks become broader, and closely 
spaced features merge into broader bands. For the example shown (and for many 
solid samples), a 7 cm-' bandpass or less is sufficient. 
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CHAPTER 

6 

SAMPLING MODES IN RAMAN SPECTROSCOPY 

6.1. SAMPLING OVERVIEW 

The sampling geometry and collection optics are critical to efficient applica- 
tions of Raman spectroscopy for several reasons. The design and execution of 
the alignment between laser, sample, and collection aperture have a huge effect 
on the magnitude and reproducibility of the signal and the signal-to-noise ratio 
(SNR). Remote sampling or Raman microscopy permit applications to a wider 
range of problems, some of which are uniquely suited to Raman spectroscopy. 
Furthermore, the stability and simplicity of sampling geometry can be the 
determining factors in whether Raman is practical for a particular analytical 
application. One must always keep in mind that Raman spectroscopy is a scat- 
tering technique with a generally weak signal, and the optical requirements 
are much more demanding than those of an absorption method such as Fourier 
transform infrared spectroscopy (FTIR). When sampling techniques for Raman 
are sufficiently robust and practical, the special advantages of Raman can be 
realized, such as noninvasive sampling, compatibility with fiber optics, and 
often trivial sample preparation. Conversely, an ineffective or cumbersome 
sample interface can prevent acceptance of Rainan for a particular applica- 
tion. Given the importance of sampling, it will be discussed before other 
instrumental issues dealing with analysis and detection of scattered light. 

Sampling modes for Raman can be divided into three general categories, 
of which only the first is discussed in this chapter. Conventional sampling is 
shown in Figure 6.1, which illustrates the 90" and 180" geometries common 
to traditional and many of today's spectrometers. Conventional sampling is 
the most similar to common analytical techniques such as ultraviolet-visible 
(UV-Vis) and FTIR absorption spectroscopy, and the samples are generally 
liquids in vials or cuvettes or solids such as pellets or powders. A second 
general type of sampling involves remote sampling using fiber optics, as 
depicted schematically in Figure 6.2. The fiber-optic head can be quite small 
and the fibers long, so Raman spectra may be obtained remotely many meters 
or even kilometers away from the spectrometer. For example, the sample 
may be in a pipe in a chemical plant or in a hazardous environment where 
batch sampling is impractical. Furthermore, a chemical process may be moni- 
tored continuously (so-called process monitoring), and the analytical data 
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Figure 6.1. Common sampling geometries for Raman spectroscopy Dispersive spectrometers 
are shown, but similar sample arrangements are used for FT-Raman 

may be used to control the chemical process (process control). Fiber-optic 
sampling has significantly stimulated analytical Raman applications and will 
be discussed in Chapter 12. 

A third class of sampling geometries involves Raman microscopy and 
closely related Raman imaging techniques. Combination of a Raman spec- 
trometer with a modified optical microscope permits spectra to be obtained 
from very small sample regions, down to less than 1 pm laterally and a few 
microns in depth (Fig. 6.3). Raman microspectroscopy is a term generally 
used to describe this spatially resolved technique in which spectra are obtained 

Fiber Optic Sampling: 
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Raman Microscope: 
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Figure 6.3. Schematic of a Raman microprobe. A modified optical microscope directs an image 
onto a video camera or Raman light to a spectrometer. Various arrangements are available for 
sample motion and imaging. 

from microscopic domains of a sample, usually a solid or thin film. Raman 
imaging refers to techniques in which a two-dimensional image, sometimes 
depth resolved, is constructed using Raman scattered light. For example, a 
Raman image of an integrated circuit using the 521 cm-’ Raman mode of 
elemental silicon would show a pattern of exposed silicon but not silicon 
oxide or aluminum. There are a variety of techniques for obtaining Raman 
images, and they will be described in Chapter 11. In the current chapter, the 
conventional and most common sample geometries will be described. 

6.2. PERFORMANCE CRITERIA 

As discussed in Chapters 2 and 3, a scattering experiment has several more 
variables than an absorption method, leading to a more complicated depen- 
dence on sampling and optical design parameters. There are many ways to 
obtain Raman spectra, and often small variations can lead to large effects on 
signal and SNR. It can be argued that there are “too many choices” in sampling 
modes, and lack of standardization has been an impediment to widespread 
application of Raman in chemical analysis. Most of the design issues will be 
addressed in this chapter, but it is important to be aware of how these issues 
affect analytical performance. Sampling criteria are a more specific component 
of the general performance criteria listed in Table 5.1 and include at least the 
topics discussed in Sections 6.2.1 to 6.2.4. 
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6.2.1. Effective Sampling Volume 

In Chapter 3, we noted that Raman signal is proportional to the total number 
of illuminated molecules monitored by the spectrometer. From Eq. (3.6), we 
see that 

# of scattering molecules = DKAn 

where K is a geometric factor depending on sample properties and config- 
uration. K may be determined by sample thickness, d z ,  as in Figure 3.1, or 
by spectrometer properties such as depth of field. Several examples of K for 
different situations are discussed below. Sampling volume is one factor deter- 
mining signal magnitude but is also of obvious importance to the degree of 
spatial resolution achieved in microscopy. 

6.2.2. Etendue at the Sample 

The AC2 product (&endue) defined in Section 3.2 also contributes to the signal 
magnitude and varies greatly for different sample configurations. The AQ 
product is usually limited by some inherent constraint in the spectrometer, 
such as detector or slit area, and the sampling optics should not impose a 
further limit on its magnitude. 

6.2.3. Power Density at Sample, PO 

Although Raman signal strength increases with power density, sample damage 
ultimately imposes a limit on the magnitude of PD. And PL) can vary from 
< 10 W/cm2 for a “macro” sample to > lo6 W/cm2 in a microscope. Table 6.1 
illustrates the wide variation in power density for common sampling configu- 
rations. Acceptable Pn depends on the absorption properties of the sample as 
well as its thermal or photochemical damage threshold. 

6.2.4. Reproducibility of Raman Signal 

Since alignment and focus of Raman spectrometers strongly affect signal 
strength, their reproducibility is important to quantitative measurements. 
Different sampling geometries have varying sensitivity to focus. It will be 
illustrated later that a short focal length collection system is efficient but quite 
sensitive to focusing. An extreme case is a microscope, where a few microns 
of motion along the optical axis can reduce the signal by half or more. The 90” 
geometry is often more sensitive to sample positioning than the 180” geometry. 
So a 180” configuration with a relatively long collection focal length generally 
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Table 6.1. Power Density, Po, of Laser Light at Sample 

Power Beam PD," P D ,  Relative to 
(mW) Dimensions at Sample PI, (W/cm2) (photodsec cm2) 1 mm circle 

100 
100 
100 
1,000 
100 

5 

10 
10 

25 pm circle' 
50 pm circle 

100 pm circle 
1 mm circle 

50 x 2000 pm 
rectangle 

50 x 2000 pm 
rectangle 
1 pm circle 
5 pm circle 

20,400 5.2 x 1022 

1,270 3.3 x 102' 
127 3.3 x 1020 

5,100 1.3 x loz2 

100 2.6 x 10" 

5 1.3 x 1019 

1.3 x 10' 3.3 x 1024 

5.2 x lo4 1.3 x loz3 

158 
39 
10 

1 .OO 
0.8 

0.04 

104 
394 

'For 514.5 mm light. 
'Circular dimensions refer to beam diameter at sample. 

results in better signal reproducibility, while short collection focal length often 
yields larger signal. This and similar trade-offs often influence spectrometer 
design and selection. 

6.3. 180" BACKSCATTERING GEOMETRY 

As noted earlier, the 180" backscattered geometry is experimentally convenient 
and has become quite common in commercial instruments. Most fiber-optic 
probes and Raman microscopes also use 180" backscattered geometry, so 
similar principles apply in all three sampling categories. 

6.3.1. 180" Optical Configurations 

Figures 6.4 and 6.5 show more detailed examples of the general 180" geom- 
etry of Figure 6.1. In all cases, the laser beam is coaxial with the collection 
"beam," and a beamsplitter or mirror is used to combine the two beams. 
Modes A, C, and D permit rapid exchange of lens Ll ,  thus permitting vari- 
ation in working distance and depth of field. Mode B is used in several 
FT-Raman instruments because the laser focus can be varied (by changing 
L3) without affecting collection. Modes A, C, and D can exhibit background 
from lens L1, if the lens material is prone to luminescent or Raman back- 
ground. Similarly, mode C can exhibit background from the beamsplitter. 
While these background sources can generally be avoided with proper choice 
of optical materials, there are some specialized 180" configurations shown 
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L2 L1 

Figure 6.4. Two variations of the 180" sampling geometry. The laser beam is inserted colinearly 
with the collection axis by a small mirror, M .  
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\ 
Figure 6.5. Additional 180" configurations Schematic 6.5C uses a beamsplitter (BS) to combine 
laser and collection axes BS is often a dichroic mirror that selectively reflects the laser wave- 
length Schematic 6 5D u\es d plane mirror with a small hole, large enough to pas5 the laser 
beam. 

in Figure 6.6 that use reflective optics to avoid them altogether. An off-axis 
paraboloid (OAP) is a specialized mirror formed from a section of a parabolic 
reflector. 

An important advantage of the 180" geometry is the possibility of noninva- 
sive sampling through a window or sample container, as shown in Figure 6.7. 
The working distance between the lens and sampled region can be quite 
long (several centimeters), so a suitable window may be placed between the 
spectrometer and the sample. For example, Figure 6.7A shows a pipe in a 
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Spectrometer 
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Figure 6.6. 180" configurations using reflective optics based on an off-axis paraboloid (OAP). 
Upper drawing shows a hole in the OAP, lower drawing assumes laser and collection axes have 
been combined, as in Figure 6.4A, 6.5C, or 6.5D. 

chemical plant with a flat window for on-line monitoring. The window material 
(often quartz or sapphire) is out of focus and usually contributes negligibly 
to the background. The laser and the collected light pass through the same 
surfaces, so curved vials or bottles can be tolerated (Fig. 6.7B). Many plas- 
tics are transparent enough to act as windows, so samples may be probed 
in various common containers. Figure 6.8 shows Raman spectra of acetami- 
dophenol (active ingredient of Tylenol) as both an open powder and in an 
amber vial. In the latter case, the geometry of Figure 6.5D was used, and 
the beam penetrated about 3 mm of optically imperfect amber glass on the 
bottom of the vial. The glass attenuates the signal by about 60 per cent, but 
there is little distortion of intensities. Spectral effects of the window material 
are correctable with the procedures of Chapter 10. 

The 180" geometry is an example of the sampling convenience that is a 
major driving force for the development of analytical Raman instrumentation. 
A similar geometry is often used for near-infrared (NIR) absorption spec- 
troscopy, where noninvasive sampling with little or no sample preparation has 
become quite valuable. With the 180" geometry and Raman spectroscopy, one 
retains the ease of sampling while adding high-resolution vibrational informa- 
tion to generally low-resolution NIR spectra. The geometry of Figure 6.7 has 
obvious applications to a wide variety of problems in chemical processing and 
quality control. 
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Figure 6.7. Noninvasive 180” sampling into a flowing stream (A), sample vial (B), or pharma- 
ceutical blister pack (C). Optical window in case 6.7A is often made of sapphire to withstand 
possibly high pressure. 
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Figure 6.8. Spectra of acetamidophenol (active ingredient of Tylenol) obtained with geometry 
of Figure 6.7B. Spectra were response corrected as described in Chapter 10. Despite attenuation 
by amber vial, the corrected spectra differ by less than 5 per cent. 

6.3.2. Sampling Volume for 180” Geometry 

Chapter 3 and Eqs. (3.6) to (3.8) demonstrated that a Raman signal is propor- 
tional to a “geometric” factor K ,  which is related to sampling volume. For the 
case of 180” geometry shown in Figures 3.1 and 3.2, K is the incremental path 
length ( d z )  in the sample monitored by the spectrometer and illuminated by 
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large fl#: 6a 
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Figure 6.9. Spectrometer depth of field, 6a, for large and small f /#. The region sampled by the 
spectrometer is the overlap between the depth of focus and the sample volume illuminated by 
the laser. 

the power density P D .  For the 180" geometry, K can be considered the effec- 
tive path length determined from the integration of dz  over the sample region 
illuminated by the laser and collected by the spectrometer. The magnitude 
of K can be affected by several aspects of the sample and the spectrometer 
design and will be addressed in some detail. Although the discussion applies 
to the 180" geometry, similar concepts bear on other sampling geometries as 
well. The three primary factors that determine K are spectrometer depth of 
field, sample thickness, and sample optical density. 

The spectrometer depth of field, Sa, is the same parameter that applies to 
photography and depends primarily on the f / #  of the collection optics. One 
expression for Sa is given by Eq. (6.1), where E is the "blur diameter" (1): 

The blur diameter is related to the size of the slit image at the sample and 
approximately equals the diameter of a point source at the sample after it 
is imaged at the slit. For a clear, thick sample, K equals Sa, and Eq. (6.1) 
indicates that the effective sampling depth for the collection optics is propor- 
tional to the collection f/#. Figure 6.9 illustrates this fact for low and high 

The laser has a depth of focus that depends on the laser divergence and the 
focal length of the focusing lens, f l  (e.g., L1 in Fig. 6.4). The minimum spot 

f /#. 
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diameter for the laser is twice the beam waist, W O ,  and is given by: 

Spot diameter = 2w0 = f e d  (6.2) 

where 0, is the full angle divergence of the laser in radians and f is the 
focusing lens focal length. The depth of focus of the laser (6a) is given either 
by Eq. (6.3) in the diffraction limit (2,3): 

or by Eq. (6.1) for the ray-optic limit (where the f / #  refers to the laser, not 
the lens). For the ray-optic limit, the f /# of the laser is larger than that for the 
collection optics, so the laser focal depth does not limit the path length (see 
Fig. 6.9). Strictly speaking, K is the integral of dz over the overlap region 
for the laser and spectrometer depth of fields. In the situations shown in 
Figures 6.4 to 6.6, this overlap usually equals the spectrometer depth of field 
from Eq. (6.1), since the spectrometer f/# is usually smaller than the laser 

Although the depth of field and therefore K are proportional to the collection 
is proportional to (f I#)-* via Eq. (3.4). The product of K and QD 

f I#. 

f /#, 
yields 

(6.4) 

If all else were constant and Eq. (3.6) or (3.8) applies, the signal would vary 
inversely with f /# for a case limited by spectrometer depth of field. 

The effective path length for the case where K is limited by spectrometer 
depth of field ranges from less than 100 pm to several millimeters for typical 
conditions. If the sample is clear, it is generally possible to make the sample 
depth greater than the spectrometer depth of field. However, for thin samples 
(or optically dense samples, as discussed below), the opposite limit may apply 
in which the sample is thin compared to Sa, and K is determined solely by the 
sample thickness. For example, a biological membrane or a sheet of plastic 
wrap will be thinner than the depth of field of most conventional spectrometers. 
In this case, the integral of dz  is simply the sample thickness (b), and K = b, 
yielding 

S = PDBDbADQTQt (6.5) 

where K no longer depends on collection f /#, but does, so the signal will 
scale with QD, or ( f  /#)-*. The functional dependence of KQD on several 
collection variables is summarized in Table 6.2. All else being equal, Raman 
signal scales with K Q D .  
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Table 6.2. Dependence of Effective Path Length and K P D  on 
Sample and Collection Variables, 180” Geometry 

Sample Type K KQLI 
En 

Thick“, transparent, b >> Sa 

Thin“, transparent, b << Sa 

E (  f /#) 

b 

4 ( f  /#I 

4(f /#I2 
bn 

n 
4(f / # ) * ( a L  f a D )  

Optically dense’ @L + aD1-l 
‘“Thick” and “thin” refer to the sample depth (bmaX) being much greater 
or much less than the collection depth of field. 
bCase where sample thickness is greater than ( a ~  + ag)-’ but less than 
Sa. 

Figure 6.10. Attenuation of incident laser power density by an absorbing sample. PD(z)  is the 
power density at various sample depths. Raman light is also attenuated by the sample absorption, 
resulting in Eq. (6.9). 

An optically dense sample is a special case of a thin sample in which the 
sampling depth is determined by the absorption or scattering properties of the 
sample. Scattering in this context refers to mainly elastic scattering such as 
might occur in a powder. The effects on Raman sampling are illustrated in 
Figure 6.10. The incident laser light is attenuated by absorption and scattering 
in the sample but results in Raman-shifted light over some sample depth. This 
Raman light is attenuated as it leaves the sample, resulting in shorter sampling 
depth for more optically dense samples. The decrease in laser intensity is 
approximated by Eq. (6.6), and the signal from the emerging Raman light 
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by Eq. (6.7): 

The Raman light that escapes the sample will be proportional to the integral of 
the product of the local power density and the attenuation of escaping Raman 
light, as in Eq. (6.7) (4). The terms a~ and (YR are the attenuation coefficients 
for the laser and Raman-shifted light and are generally considered to equal 
the sum of a scattering constant and an absorption constant, each with units 
of reciprocal centimeters. 

The combination of Eqs. (6.6) and (6.7) leads to an effective path length 
K given by: 

1 - e-(af+an)h 

f f L  f a R  

K = L'' e-("l +aRk dz = (6.8) 

provided the spectrometer depth of field is large compared to the total sampling 
depth. Finally, if the sample is fairly optically dense so that b >> ( a ~  + ay~)- ' ,  
the path length reduces to ( c t ~  + CZR)-' and Eq. (6.9) applies. Examples of 
common samples that meet these conditions include graphite (Fig. 5.15) and 
elemental silicon (Fig. 5.14), in which K is less than 1000 A. 

(6.9) 

An extreme case of a thin sample is a monolayer or submonolayer on a 
surface, a situation of great interest to research in catalysis, electrochemistry, 
and surface chemistry. The simplest example is a flat surface with complete or 
partial coverage by a single molecular layer of some adsorbate. Equation (6.5) 
may be applied directly with K equal to the thickness of the monolayer and D 
with units of molecules per centimeter cubed. However, it is more convenient 
and conventional to express D for surface monolayers with units of molecules 
per centimeter square, in which case K = 1 (5 ) .  Using Ds to indicate the 
surface concentration, Eq. (6.5) becomes 

The dependence of the K Q n  on f /# for a surface monolayer is the same as 
the "thin, transparent" case of Table 6.2. Surface monolayers are discussed in 
greater detail in Chapter 13. 
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entrance 

6.3.3. AD and Etendue Effects on Raman Signal 

aperture 

Table 6.2 summarizes the effects of sample and f /# on effective path length, 
but additional variables are important for determining the overall signal for the 
180” geometry. In most Raman experiments, the laser power PO (photons per 
second) is controlled, rather than the power density, PD (photons per second 
per square centimeter). It is useful to consider a question posed in practical 
terms: For a given laser power, how does the Raman signal depend on the 
collection lens (L1 in Figs. 6.4 and 6.5)? This question is relevant not only 
to the choice of a collection lens, but also to the available working distance 
between the lens and the sample. We will consider the answer for two limiting 
cases, the underfilled and overfilled situations illustrated in Figure 3.2. The 
geometry of Figure 6.4A will be assumed, but the conclusions apply to others 
as well, with minor modification. 

The ove@lled case is illustrated in more detail in Figure 6.1 1 A. The image 
of the laser focus at the spectrometer is larger than the slit (or other entrance 
aperture). The ADS& is determined by the spectrometer and will not vary with 
f 1 ,  since AD and QD vary with f ;  and f T2, respectively. The power density 
varies with fr2 if PO is constant since the laser spot diameter equals f l e d  

[Eq. (6.2)]. For a thick sample, K increases linearly with f l  (since f/# is 

laser image laser spot 

t laser image 

Figure 6.11. Examples of “overfilled” (A) and “underfilled” (B) illumination for the 180” geom- 
etry of Figure 6.4A. In overfilled case (A), the image of the laser spot is larger than the entrance 
aperture. 
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Table 6.3. Dependence of Raman Signal on Collection Focal Length 
for Constant Laser Power and 180" Geometrf 

Sample 
_____ 

Underfilled Case Overfilled Case 

end I 4c(ADaD) Thick, constant lens diameter d l  ~ 

f l  @if 1 d 1 JC 

€n 4d.f /#I2 
(f /#I o;.f:n 

4 f ?  @;.f:T 

4(f /#I2 0;f:n 

Thick, variable d ~ 

ndyb ~ A L ,  QL, b 
Thin, constant d I ~ 

n b  520 b 
Thin, variable d 

"Raman signal equals table entry times (PofiDTQt). 

a 
P 
8 

f,= 4 cm 

fl= 12 cm 

fl=20 cm 

fl= 100 cm 

, . .  
0 40 80 120 

distance of 1 cm cell from lens, cm 

Figure 6.12. Raman signal for the geometry of Figure 6.4A, for the 1004 cm-I band of toluene 
in a 1 cm cuvette. The focal length of lens LI was vaned as indicated. (Adapted from Reference 6 
with permission.) 

proportional to f ' l )  and for a thin sample, K is independent of f i .  The product 
of all the variables of Eq. (3.7) that are affected by f l  is A D Q D K / A L .  This 
product varies with f r '  for a thick sample and f T 2  for a thin sample for 
constant laser power and an overfilled spectrometer, as indicated in Table 6.3. 

For the under-lled case (Fig. 6.11B), the laser image at the spectro- 
meter is smaller than the entrance aperture, and the laser spot determines 
the e'tendue rather than the spectrometer. Equation (3.7) in QD varies with 
.fT2 [or (. f /#)- ' ] ,  AD = A L ,  and K has the dependence of Table 6.2. Now, 
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the variables in Eq. (3.7) affected by f l  are K and RD, whose product deter- 
mines the signal [as in Eq. (3.8)]. For a thick sample, this product varies with 
f r l  or (f/#)-', while for a thin sample, it varies with fT2 of (f/#)-2. These 
observations are summarized in Table 6.3, with the Raman signal equaling the 
terms in the table times PoPDTQt. 

The details of Table 6.3 are generally of more value to the spectrometer 
designer than to the Raman practitioner, but some practical conclusions are 
available that affect analytical applications. First, the signal almost always 
decreases with increasing working distance (which approximately equals fl ), 
mainly because decreases. This decrease is more rapid for thin samples 
(fT2) than for thick, transparent samples (f;'). Second, the working distance 
can be increased with less signal loss if the f / #  is maintained by increasing 
dl  for longer fl. Third, for an underfilled spectrometer, the signal depends 
on f/# but not f 1 ,  so the laser spot size (equal to f l ed )  could be arbi- 
trarily small. This is important to a Raman microscope, since a signal for a 
given laser power is not decreased as spatial resolution improves. The power 
density increases for smaller spots, however, so one is still limited by sample 
damage. Some experimental results on the effects of fl on signal magni- 
tude are provided in Chapter I 1 and Table 11.2 in the context of Raman 
microscopy. 

The effect of f i  on the signal for the case of constant lens diameter is 
illustrated experimentally in Figure 6.12. A 1 cm cuvette containing toluene 
was moved along the optical axis for the geometry of Figure 6.4A and lenses 
of varying focal length. The area of the 1004 cm-I peak is plotted vs. 
distance from lens LI in Figure 6.11 (6). The peak signal at optimum focus 
decreases with increasing f l ,  as expected. However, the longer focal length 
lenses sample a much greater sample path length, partially compensating for 
the decreased signal. The conditions of this experiment are not such that 
quantitative comparisons with Table 6.3 are expected to be valid, but the trends 
are as predicted. Notice also that quite long working distances are possible, 
up to 1 m in this case. Using a slightly different 180" geometry, Angel and 
co-workers (7) obtained good-quality Raman spectra from samples located 
16.7 or 20 meters from the spectrometer. 

6.3.4. Accuracy and Reproducibility of 180" Geometry 

As pointed out in Section 3.3, Raman spectroscopy is usually a "single- 
beam" method, and the observed spectrum is the product of the actual 
Raman scattering and an instrument response function. Correction of relative 
intensities across a Raman spectrum is possible, although not common, using 
the techniques described in Chapter 10. For quantitative analysis, however, 
one must be concerned about the reproducibility of the observed magnitude 
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of a given Raman feature as well as the relative intensities of several features. 
At the least, one must know how reliably an observed intensity depends on 
concentration, measurement time, and the like. This issue will be considered 
at two levels: one involving the prediction of absolute Raman intensities for 
a given experiment and one the reproducibility of observed intensities from 
sample to sample and day to day. 

In principle, one could use expressions for Raman signal in terms of number 
density, laser power, and so forth, such as Eq. (3.6) or (6.5), to directly calcu- 
late the expected Raman signal for a given experiment. This signal should 
vary predictably with different experimental conditions such as collection 
f /#, detector quantum efficiency, and the like. In practice, direct prediction of 
Raman signal is quite difficult and generally impractical. Some of the instru- 
mental variables, such A D ,  T ,  C2, and Q, are not easily measured and may 
even vary with focus and sample conditions. Equations similar to (3.6) and 
(6.5) are very useful for evaluating how experimental variables affect signal 
magnitude and to determine if performance approximately meets expectations. 
But it is unlikely that direct calculation of Raman signal would be useful for 
quantitatively relating signal to concentration. 

A far more practical approach is construction of a calibration curve of 
observed signal as a function of concentration. Provided all of the variables in 
Eq. (3.6), for example, are constant, signal should precisely track concentra- 
tion. The success of this approach depends on the reproducibility of the Raman 
signal for a given sample signal. Reproducibility depends in turn on the nature 
and rigidity of the optical arrangement and on the reproducibility of the focus 
of the laser and collection optics on the sample. Once the optical components 
and sample holder are held rigidly, the 180" geometry yields quite reproducible 
signals. Since the laser and collection axes are rigid and colinear, the signal 
is affected only by motion along the optical axis. When changing the sample, 
it is imperative that repositioning be as precise as possible, particularly along 
the focal axis. In addition, any adjustments that affect the alignment of the 
laser focus relative to the slit image should be held firmly and not readily 
accessible to accidental adjustment. 

The reproducibility of signal strength when samples are removed and 
replaced depends strongly on sample type and collection parameters. The key 
issue is the relationship between the sample position and the focal volume of 
the spectrometer. For a clear sample (such as a liquid in a cuvette) with a 
thicknes larger than the depth of field, Sa, the signal is fairly insensitive to 
focus, as long as Sa is within the sample. A thin sample, or a shallow depth 
of field, will be much more sensitive to focus. As indicated by Eq. (6.1), Sa 
depends on collection f / #  and to some degree on the collection focal length. 
For example, Raman microscopes usually collect at low f /#, f / l  or less. 
For thin or optically dense samples (such as powders) these systems are very 
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sensitive to focus. Other designs use relatively large f /# collection, say f /4, 
and correspondingly higher depth of field. For example, Figure 6.13 is a plot 
of signal vs. sample position along the focal axis for a silicon wafer observed 
with several spectrometers. A clear sample produces a constant signal over a 
range of focal positions, since the focal region is merely moving in a clear 
liquid. A thin sample (silicon) varies much more with focus, and the variation 
depends strongly on collection parameters. The f /2 system is more sensitive 
to focus than the f /4 because Sa is smaller for a given slit width. The f /4 
signal varies only slightly within about 1 mm of optimum focus, making it 
less prone to focusing errors. The FT instrument collects at low f /# but has a 
relatively large 6a because its entrance aperture (and therefore blur diameter) 
is much larger than a typical slit in a dispersive spectrometer. 

A more quantitative indication of reproducibility is provided by repetitive 
acquisition of spectra from a given sample, with removal and replacement 
of the sample between acquisitions. The standard deviation of the mean of 
several runs indicates the overall precision of the measurement, including 
sample placement. Of course, precision will vary for different spectrometers 
and collection parameters, but the observations of Table 6.4 provide some 
examples. The 180" geometry was that for Figure 6SD, in a commercially 
available spectrometer (Chromex Raman 2050). For a clear liquid (lines 3 and 
4 of Table 6.4), the relative standard deviation (rsd) is less than 1 per cent 
and improves with longer observation time, as expected from Eq. (4.15) and 
(4.20). Removal and replacement of a liquid sample in a cuvette introduces 
only slight additional error compared to repetitive runs, provided a rigid mount 
for the cuvette is provided (lines 4 and 5) .  Homogenous (line 6) and opaque 
(lines 1 and 2) samples also exhibit rsd's of less than 1 per cent. 

-, Chromex fl4 

50 X micro, fi0.44 - 
' II 

I 

-10 -5 0 5 
focus, mm relative to max 

1 

Figure 6.13. Raman intensity for a silicon wafer positioned at various distances from the lens 
of a 180" geometry sampling system. Each curve is normalized to its maximum value. 
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Table 6.4. Reproducibility of Raman Signal for 180" Geometrya 

Sample Integration Relative Standard 
Timeb (sec) Deviation" (76) 

1 .  Silicon wafer, motionless 10 0.42 
2. Silicon wafer, remove and replace 10 0.78 
3. CH2C12 in cuvette, motionless 0.5 0.63 
4. CH2C12 in cuvette, motionless 2.5 0.3 1 
5. CH2C12, remove and replace 2.5 0.82 
6. Clear, solid polystyrene 2.5 0.78 
7. Calcium ascorbate in amber vial 30 4.9 
8. Heterogeneous tablet,d motionless 1.5 0.70 
9. Tablet: incremental lateral motion 1.5 12.6 
10. Tablet: remove and replace 1.5 13 
1 1.  Tablet, defocused, remove and 1.5 3.1 

12. Tablet, line focus, remove and 1.5 6.0 

13. Tablet, line focus, spinning, 1.5 1.5 

replace 

replace 

remove and replace sample 

"Chromex Raman 2050, configuration of Figure 6.4D, LI = 7.5 mm, .f /4. 
'For each run. 
CFrom peak heights of 10 spectra. 
dAcetaminophen, cellulose, magnesium stearate pressed tablet, heterogeneous on a 
roughly SO pm scale. 

Table 6.4 also illustrates a possible source of irreproducibility when dealing 
with solid samples. Mixtures of solids pressed into pellets are heterogeneous 
on a size scale comparable to the particles or microcrystallites of the solids 
involved. A common example is a pharmaceutical tablet, consisting of a phys- 
ical mixture of drug and excipient (and possibly other components). As shown 
in Figure 6.14, the small laser focus (usually less than 50 pm) may preferen- 
tially sample one sample component or another, even if the focus is reproduced 
perfectly. Depending on the relative population of sample components under 
the beam, the apparent composition may vary with sample position. This effect 
is apparent for lines 8 to 12 of Table 6.4, which deal with a tablet of acetami- 
dophenol formulated with magnesium stearate and microcrystalline cellulose. 
Although the reproducibility for a homogeneous solid was <1  per cent, the 
Raman signal for the tablet varied by 13 per cent when the tablet was removed 
and replaced. This variation was also observed for incremental lateral motion 
of the tablet, which did not affect the focus. If the focus was intentionally 
degraded so a larger region of the tablet was sampled, the run-to-run repro- 
ducibility improved from 11.3 to 3. I per cent. Thus, the irreproducibility in 
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\ / 
4-acetamidophenol cellulose 

Figure 6.14. Schematic of laser focus on a heterogeneous sample consisting of acetamidophenol 
and cellulose pressed into a tablet. For repeated positioning of samples at the laser focus, the 
relative amounts of the two materials will vary. 

this case was caused by a sampled volume that was small compared to sample 
heterogeneity. As described in Section 6.5, a line focus of the laser can cover 
more sample area without losing signal, thus averaging out much of the sample 
heterogeneity. The "line" focus of line 12, Table 6.4, samples an approximately 
50 x 2000 pm area of the tablet and reduces the rsd for repeated replacement 
of the sample from 12 to 6 per cent. Further spatial averaging may be achieved 
by spinning the sample under the line focus, thus covering the much larger 
sample area shown in Figure 6.15. As noted in Table 6.4, sample spinning 
combined with a line focus reduces the rsd to about 1.5 per cent for repetitive 
replacement of a heterogeneous sample. 

6.3.5. Summary of 180" Characteristics 

The performance criteria noted in Section 6.2 can vary over wide ranges 
for the 180" geometry, mainly depending on the choice of collection lens 
focal length. A short collection lens yields higher sensitivity, but also shorter 
working distance, higher power density at the sample, and shorter depth of 
field. A longer collection focal length relaxes the requirement for accurate 
focusing (due to greater depth of field) but at the cost of sensitivity. In both 
cases, the 180" geometry is quite reproducible because the laser and collec- 
tion axes are coincident. Overall, the 180" geometry is more versatile than 
the 90" geometry and generally easier to use. If one includes microscopes and 
fiber-optic problems as examples of the 180" geometry, it is certainly the most 
popular collection configuration in commercial spectrometers. 
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rsd = 12% rsd = 6% rsd= 1.5% 

Figure 6.15. Schematic of point and line focus of the laser on a tablet. The right-hand drawing 
shows spinning combined with a line focus, with the gray region indicating the tablet area sampled 
by the spectrometer. Relative standard deviations (rsd) are shown for experiments on the tablet 
described in Figure 6.14. 

6.4. 90" SAMPLING GEOMETRY 

The 90" geometry of Figure 6.1 is historically quite common, although it has 
receded into the minority in modern spectrometers. There are some advantages 
to keeping the laser and collection axes separate, and there are differences 
between 90" and 1 SO" geometry in the way polarization is analyzed (described 
in Section 6.7). In many cases, the angle between laser and collection axes is 
indeed 90", but it is often less. We will treat any geometry in which the laser 
and collection axes differ from colinear in the current section. 

6.4.1. 90" Optical Configurations 

Some variations on the 90" geometry are shown in Figure 6.16. In 
Figure 6.16A, a transparent sample is free standing or contained in a cuvette 
or capillary, and the laser is focused by L3. The laser focus is positioned 
to match the slit image in the sample, so the laser focal cylinder is imaged 
onto the entrance slit or spectrometer entrance aperture. The diameter of the 
laser beam in the sample is determined by Eq. (6.2), using the focal length of 
L3. The configuration of Figure 6.16B may be used for opaque or translucent 
samples, which are positioned so the specularly reflected laser beam does not 
enter the collection optics. Configuration 6.16C is similar, except it does not 
retain the true 90" geometry. 

A pragmatic disadvantage of the 90" geometry relates to the alignment of 
laser, sample, and collection optics. For the 180" geometry, the laser and 
collection axes are coincident, so the sample position cannot affect their 
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laser 

C 

laser 

Figure 6.16. Variations on 90" sampling geometry. Case C is not a true 90" configuration but 
retains many of its properties. 

alignment, except for focus. The same is true of Figure 6.16A, but not B and 
C .  Motion of the sample on the z axis moves the laser focus laterally relative 
to the collection axis, thus making the signal more sensitive to focusing and 
alignment stability. The practical result is decreased convenience and reduced 
signal reproducibility. 

6.4.2. Sampled Volume for 90" Geometry 

The sampling volume is quite different for the 90" geometry compared to the 
180" geometry because the focal cylinder is monitored from the side rather 
than end-on. For the configuration of Figure 6.16A with a transparent sample, 
it will usually be the case that the focussed laser beam radius, W O ,  will be 
smaller than the spectrometer depth of field. In this case, the specific intensity 
L will be given by the Raman scattering occurring within the focal cylinder: 

(6.11) 

where d is the length of the focal cylinder observed by the spectrometer. 
Equation (6.1 1 )  yields a value of w0/2 for K in Eq. (3.6). For the case of a 
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transparent thick sample (wo << Sa), Eq. (3.6) becomes 

(6.12) 

The signal decreases for a smaller laser beam radius because fewer scatterers 
are illuminated by a constant power density. 

The definitions of overfilled and underfilled for the 90" case are illustrated 
in Figure 6.17. If the power is kept constant rather than the power density, 
Eq. (3.7) becomes (6.13) (with AL = xwi)  for the overfilled case (5): 

(6.13) 

Now, the signal increases with decreasing radius and constant Po because the 
power density is increasing. For an underfilled case, A D  = 2wod because the 
cylinder is viewed from the side, and Eq. (3.7) becomes 

PoBDdQDTQt 
S =  

n 
(6.14) 

Equation (6.14) assumes that the slit image is smaller than the length of the 
focal cylinder given by Eq. (6.1) or (6.3). Note that Eq. (6.14) predicts that the 
signal is independent of the beam diameter because the power density tracks 

A e:zEr- slit image 

\ , incident laser 

/ 
laser image 

B 

aperture 

Figure 6.17. Overfilled (A) and underfilled (B) situations for 90" sampling through a transparent 
\ample. In overfilled case, the image of the laser beam i s  larger than the entrance aperture. 
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w02, while the number of scatterers tracks wi. Note also that the signal is larger 
for longer d ,  since a larger volume of sample is observed. An advantage of 
configuration 6.16A is a fairly long sampling depth (equal to the length of 
the slit image at the sample) while maintaining a high power density. The 
dependence of signal on conditions is summarized in Table 6.5. 

6.4.3. Reproducibility of 90" Geometry 

For clear samples, the geometry of Figure 6.16A exhibits a fairly reproducible 
signal once the laser and collection alignment is fixed securely. As was the case 
for the 180" geometry, sample position is noncritical to the signal provided 
the clear sample includes the overlap region of the laser focus and the slit 
image. For the configurations of Figure 6.16B and 6.16C, however, the signal 
depends more strongly on positioning than for the 180" geometry. The sample 
position along the focal axis can affect the alignment of the laser and slit 
image, as shown in Figure 6.18. When the sample is in focus, the laser, slit 
image, and sample surface are all coincident and the maximum Raman light 
enters the slit. A small displacement of the sample along the focal axis not 
only defocuses the collection optics, but it also displaces the laser laterally 
away from the slit image. The result is high sensitivity to sample positioning, 
making quantitative signal reproducibility significantly more difficult than for 
the 180" geometry. Even if the collection optics have a fairly large depth of 
focus, the slit is generally narrow and "easy to miss." 

A more subtle effect of positioning occurs with dispersive spectrometers, 
when the distribution of light across the slit is altered by sample motion. A change 
in this distribution causes a shift in position at the detector, yielding a small 
apparent frequency shift. This frequency jitter can amount to a wavenumber or 
more and sometimes affects spectral subtraction or background correction. 

Table 6.5. Signal Dependence of 90" Geometry 

~ AD% Thick, clear sample overfilled w0/2 ~ 

2nwo 

Thick, clear underfilled 

ADQD 
n w i  sin 8s 

Thin, overfilled b' 

Thin, underfilled b' QL 
aRaman signal equals this value times PoBDTQt. 

'Sample thickness, cm. 
= angle between beam and surface; see Figure 6.16. 
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In focus: 

laser 

Figure 6.18. Illustration of the sensitivity of the 90" geometry to sample position. Lateral motion 
of the sample (in the case shown) not only defocused the collection optics and laser focus but 
also shifts the laser focus off the entrance slit image. 

6.4.4. Summary of 90" Geometry Characteristics 

The fact that the 90" geometry separates the laser beam and the collection axis, 
combined with historical reasons, provide most of the motivation for using the 
90" geometry. It is common when the laser spot and collection region must 
be controlled independently. The orientation of the laser focal cylinder along 
the entrance slit can increase AD while maintaining high power density, thus 
providing strong signals for clear samples. However, the alignment difficulty 
and irreproducibility of the design make it generally less attractive than the 
180" configuration. 

6.5. REDUCING THE LASER POWER DENSITY AT THE SAMPLE 

As noted earlier, the maximum specific intensity of Raman light is limited 
by available laser power density and ultimately sample damage. Focusing 
hundreds of milliwatts (possibly) to a small sample area can thermally or 
photochemically damage a variety of samples. Depending upon the collection 
optics, it is often possible to maintain signal while reducing the power density 
by monitoring a larger sample area (AD). For constant laser power, the product 
PDAD is constant as AD is increased and PD decreased, and the signal remains 
constant as long as the larger AD is monitored with the same ADQD product. 
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For example, FT-Raman spectrometers have relatively large input aper- 
tures and e'tendue, and can often collect light reasonably efficiently from an 
unfocused laser spot. It is possible to position the smaller laser mirror in 
Figure 6.4A on the sample side of L1, allowing the laser to be unfocused 
or at least less tightly focused. If the laser spot is 1 mm instead of 100 pm, 
the power density decreases by a factor of 100 (Table 6.1). This procedure 
generally causes loss of signal compared to the focused case, but by a factor 
much smaller than 100. 

For dispersive spectrometers involving an entrance slit, the laser may be 
focused to a line rather than a point. If this line is imaged onto the entrance 
slit and monitored by the detector, up to 1 cm or more of the focal line can 
be monitored. For example, a 50 ym-wide entrance slit may be arranged to 
observe a 50 pm-wide laser spot, with the configuration of Figure 6.4A. If the 
same laser power is focused to a 50 pm x 2 mm line and all of this line is 
within the detected area, the signal will be unchanged but the power density 
at the sample will decrease by a factor of 40. 

A line focus for either the 180" or 90" geometries may be produced with a 
cylindrical lens, as shown in Figure 6.19. In Figure 6.19A, the length of the 
focal line depends on the focal length of L4, while in 6.17B, the line will be 
as long as the unfocused laser beam diameter. Figure 6.20 shows spectra of 
a silicon wafer obtained under identical conditions, except for the insertion 
of a cylindrical lens to produce a line focus. As long as the entire length of 
the line is imaged onto the active region of the CCD, the signal strength is 
maintained while the power density is decreased by a large factor. 

+-cylindrical lens 

laser 

1Spectmmearj 0 I> Sample B 

/" v.cylindrical lens 

laser 

Figure 6.19. Reduction of power density using a cylindrical lens. Figure shows 180" (A) and 
90" (B) configurations viewed from above, so the entrance slit is perpendicular to the plane of 
the figure. 
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50 x 3000 pm line focus (30 W/cm2) 

Silicon, 785 nm 
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Figure 6.20. Spectra of silicon wafer with a point focus (A) and line focus (B). Same total power 
at sample, but line has -1 per cent as high a power density. 

6.6. PATH LENGTH ENHANCEMENT 

As discussed in Section 6.3.2, the sampling volume and Raman signal magni- 
tude depend upon the optical properties of the sample, laser focus, and collec- 
tion optics. Several cases were considered in Tables 6.2 and 6.3, but the 
situation of relevance here is the thick, optically transparent sample such as 
a clear liquid or solution. For a thick sample such as a large cell or other 
container, where the depth of field is much less than the sample thickness, the 
sampling depth is determined by the collection optics. One cannot arbitrarily 
increase Sa , since it is a function of f / # ,  slit width, and the like and is limited 
in practice to at most a few millimeters. 

entrance slit 
/ 

I 

I 
sample tube 

Figure 6.21. Path length enhancement for a transparent sample by reflection of laser and scattered 
light inside a small-diameter tube. 
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mirrors 
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Figure 6.22. (A) Path length enhancement for a clear sample inside an integrating sphere. 
(B) Additional mirrors to provide a double laser pass through the sample and increased collection 
efficiency. 

Several modifications to conventional sampling geometry have been devised 
to increase the effective path length without sacrificing collection efficiency, 
some of which are shown schematically in Figures 6.21 and 6.22. The dual- 
pass optics of Figure 6.22B reflect the laser back through the sample and also 
collect light from two sides of the samples. Ignoring losses in the cell, this 
arrangement increases signal by a factor of 4. Integrating spheres (Fig. 6.22Aj, 
extend this approach to provide multiple laser passes and collection from a 
larger range of solid angles. The increase in signal varies with conditions, but 
a factor of 10 is readily achievable (8). A sample tube (Fig. 6.21) may be 
substituted for a cuvette in the conventional 180" geometry to contain both 
the laser and the collected light. If the sample has a higher refractive index 
than the tube, internal reflection directs the laser down the tube, and a signif- 
icant fraction of the scattered light returns to the opening of the tube. For the 
more common case of samples with refractive index lower than the tube mate- 
rial, the tube may be coated with a reflective film. The effect is to increase 
the value of b in Eq. (6.5), or more generally to increase K in Eq. (3.6) to 
(3.8). The magnitude of K is a complex function of the tube dimensions and 
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optical parameters, but signal enhancements of factors of 30 to 50 have been 
reported (9). 

Any scheme for increasing effective path length will obviously depend 
on the optical properties of the sample, particularly absorption. The sample 
must be transparent to both the laser and Raman-shifted wavelengths. This 
condition is often satisfied for visible light and clear liquids but is sometimes 
an issue for the same samples in the near infrared. For example, water has 
weak absorptions in the 700 to 2000 nm region resulting from overtones of 
the 0 - H stretch. These absorptions can substantially reduce the enhance- 
ment expected from the techniques depicted in Figures 6.21 and 6.22. It is 
generally necessary, and certainly advisable, to calibrate the path length with 
standards prepared in the solvent of interest. It is dangerous to assume that 
the same enhancement will apply to samples with varying refractive index or 
absorbance. Some related methods for path length enhancement using fiber 
optics are discussed in Chapter 12. 

6.7. POLARIZATION MEASUREMENTS 

The polarization of Raman scattering relative to the input laser polarization has 
been studied extensively and can be of significant analytical value. It was noted 
in Chapter 2 and Figure 2.1 that the laser induces a polarization in the sample 
that is parallel to the incident electric field. For a totally symmetric vibration, 
such as the symmetric stretch of CC14, the Raman-scattered light retains the 
polarization of the incident light. As a consequence, the observed intensity of 
the CC14 symmetric stretch is much weaker when viewed from the y axis of 
Figure 2.1 than from the z or y axis. The associated Raman band is said to be 
polarized. A depolarized band exhibits significant scattering along the x, y ,  and 
z axes and results from vibrations that are not totally symmetric. Figure 6.23 
shows spectra obtained for benzene along an axis parallel to the incident 
electric field ( y  axis in Fig. 2.1, e.g.) and perpendicular to the incident field 
( y  axis in Fig. 2.1). Note that certain bands are much weaker in perpendicular 
observation (992 and 3060 cm-’), and these bands are said to be polarized. 
The depolarization ratio, p, defined as 11/11,, is small for polarized bands 
and is close to 0.75 for depolarized bands. Vibrations that preserve molecular 
symmetry (so-called totally symmetric vibrations) have p values in the range 
of 0.0 to 0.75 but generally close to 0.0. Asymmetric vibrations should have p 
values close to 0.75 for liquids and gases. These simple rules apply to randomly 
oriented molecules, usually liquids or gases, and polarization effects become 
considerably more complex for crystals (10). Some examples of depolarization 
values for the case of liquid benzene are shown in Figure 6.23. 

Several aspects of Raman polarization measurements are of value for chem- 
ical analysis. First, polarization provides a means to determine the symmetry 
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Figure 6.23. Raman spectra of liquid benzene observed with parallel and perpendicular polariza- 
tion analyzers, 180" geometry (as in Fig. 6.22). Upper spectrum is parallel observation, middle is 
perpendicular. The lower spectrum is magnified by 10 to illustrate relative peak heights. Numbers 
indicate depolariLation ratios, p = I l / I l l .  

of the vibrations underlying observed spectral features. There is no analog in 
FTIR spectroscopy, and polarization measurements can assist assignment of 
observed Raman features. Second, any nonrandom molecular orientation will 
affect the observed polarizations, so Raman may provide information about 
such orientation. For example, partial orientation of polymer chains in synthetic 
fibers can be deduced from Raman spectra, so that fiber fabrication may be 
controlled to enhance or avoid preferential orientation. Polarization of scat- 
tering from molecules adsorbed on surfaces indicates the molecular orientation 
of the adsorbate relative to the surface (1 1). Third, polarization may be used to 
distinguish preferentially oriented molecules (such as those on a surface) from 
randomly oriented molecules (such as those in the adjacent solution). 

Both the 90" and 180" sampling geometries can provide equivalent infor- 
mation about the polarization of Raman spectral features, but the measurement 
is performed differently for each case. Figure 6.24 shows the 180" geometry, 
which requires a polarization analyzer between the sample and spectrometer. 
Assuming the laser's electric field is polarized parallel to the y axis, the polar- 
ization analyzer is rotated to transmit y-polarized light (I,,) or x-polarized 
light (ZI). After suitable calibration, the depolarization ratio is simply the 
ratio, p = Z l / Z , , ,  determined by obtaining spectra with the polarizer in two 
orthogonal positions. 
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Figure 6.24. Position of polarization analyzer (polarizer) in 180" geometry. Double-headed 
arrows indicate direction of laser electric field vector and direction of maximum transmission of 
the polarizers. 

I Spectrometer 1 
scrambler 

\ f 

Figure 6.25. Polarization analysis for 90" geometry. Observed polarization is changed by rotating 
the polarization of the incident laser, as shown. 

The 90" geometry of Figure 6.25 does not require a polarizer to determine 
p but does require rotation of the laser polarization. The intensity (Z,,) is deter- 
mined with the laser electric field oriented on the y axis, with the observation 
axis along the x axis. Then the laser electric field is rotated 90" (usually with a 
quarter wave plate) to position it parallel to the x axis. The observed intensity 
is now Zl, and p may be calculated directly from the two spectra. 



REFERENCES 125 

Both dispersive and nondispersive spectrometers can exhibit preferential 
transmission of light depending on its polarization. The efficiency of diffrac- 
tion gratings and the polarization sensitivity of the beamsplitter can cause 
errors in the observed depolarization ratio, depending on several variables 
such as experimental geometry and Raman shift region. For this reason, it is 
often important to place a polarization scrambler between the sample and any 
polarization-sensitive components of the spectrometer other than the polariza- 
tion analyzer itself. In addition, it is good practice to measure p for a few 
known systems to verify accuracy of the apparatus. 
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CHAPTER 

7 

LASERS FOR RAMAN SPECTROSCOPY 

7.1. OVERVIEW 

As noted in Sections 5.2 and 5.3, Raman spectrometers that operate at laser 
wavelengths of less than 900 nm are most commonly dispersive systems, 
while those with lasers of 1064 nm and above are usually nondispersive 
Fourier transform (FT)-Raman systems. This distinction is mainly technolog- 
ical and is controlled by the signalhoise ratio (SNR) considerations discussed 
in Section 4.5. With currently available technology, SNR is maximized for 
dispersive multichannel systems using silicon charge-coupled devices (CCDs), 
and therefore Raman scattering at wavelengths below the silicon cut-off at 
1100 nm. For longer wavelengths, particularly those scattered from 1064 nm 
lasers, the multiplex spectrometers used in FT-Raman are preferred. Although 
the sampling issues discussed in Chapter 6 apply to both dispersive and nondis- 
persive spectrometers, the wavelength analysis and detection principles for 
the two approaches differ substantially (see Chapter 5) .  When one exam- 
ines spectrometers designed for chemical analysis, practical and technological 
considerations result in a relatively limited number of instrument configura- 
tions. Virtually all integrated FT-Raman systems use 1064 nm lasers, while 
integrated dispersive systems commonly use lasers operating at 488.0, 5 14.5, 
632.8, 532, and 785 nm. This chapter emphasizes the laser sources of common 
use in analytical chemical applications, in both dispersive and nondispersive 
spectrometers. The wavelength analysis and detection systems for dispersive 
and non dispersive spectrometers are discussed in Chapters 8 and 9, respec- 
tively. General texts on laser fundamentals (1,2) and analytical applications 
(3 -5) should be consulted for more detailed information than provided here. 

A very wide range of laser wavelengths and types has been used for 
Raman spectroscopy, ranging from the hard ultra violet (UV) ( t200  nm) to 
near-infrared (NIR) (21064 nm). Relatively few of these are of interest for 
analytical applications, and several are listed in Table 7.1 and shown graphi- 
cally in Figure 7.1. Some general characteristics deserve note before discussing 
particular designs. First, many pulsed lasers have been used for Raman spec- 
troscopy (6-8), but these are generally undesirable for analytical applications. 
Their high peak powers result in safety concerns as well as an increased 
likelihood of sample damage or photochemical effects. The lasers listed in 
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Table 7.1. CW Lasers for Analytical Raman Spectroscopy 

5 P e  h(nma) Power (typical) Comments 

Doubled Ar+ 
Ar+ (air cooled) 
Arf (water cooled) 

He-Ne 
Kr+ 

Nd:YAG 
Doubled Nd:YAG 
Diode 

244, 257, 229 
488.0, 514.5 

351.1 
479.9 
476.5 
488.0 
496.5 
514.5 
528.7 
632.8 
413.1 
647.1 
752.5 

1064 
532 

670-865 nm 

b,c,d 15-200 mW 
5-50 mW 
0.1-10 w b,c,d 

5-  100 mW 
0.1-4 W b,r,d 

0.1-10 w e 

0.05-5 w r 
0.01-1 w f 

aCommonly available output wavelengths. Others available as noted in Table 7.2. 
bRequires water cooling. 
'Requires 208 or 480 V power. 
dTunable to one of indicated lines. 
eSome versions require water cooling and/or 208 V power. 
fcontinuously tunable wavelength within limited range. 

Table 7.1 are continuous wave (CW), not pulsed. Second, frequency stability 
to < 1 cm-' is important to assure Raman shift precision and avoid line broad- 
ening. Although the Raman shift axis is usually calibrated periodically, the 
laser frequency must remain stable between calibrations. Third, lasers vary 
significantly in output linewidth, from hundreds of reciprocal centimeters to 
much less than 1 cm-'. For the majority of samples of analytical interest, a 
laser linewidth below 1 cm-I is sufficient. Laser linewidths are often quoted 
in terms of frequency rather than wavenumber, in which case 1 cm-' equals 
30 GHz. Lasers are available with tl MHz linewidths cm-I), but 
such lasers would be unnecessarily narrow for most analytical Raman appli- 
cations. Fourth, lasers differ in their output of light at wavelengths other than 
the laser line itself. Gas lasers (Ar+, Kr+, He-Ne) emit atomic lines (plasma 
lines), and solid-state lasers luminesce, both of which can interfere with Raman 
scattering. Essentially all lasers require a bandpass filter or monochromator to 
reduce these extraneous emissions. 

Beam divergence is a less common laser consideration of importance to 
Raman applications. No optical beam is perfectly collimated, and diffraction 
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Figure 7.1. Wavelengths and available power ranges of commercial lasers commonly used for 
Raman spectroscopy. Note discontinuity in power axis above 1 W. Diode lasers are available 
over a range of wavelengths and are to some extent tunable. Numerical details are in Tables 7.1 
to 1.4. 

effects make a strictly parallel beam physically impossible. All laser beams 
diverge at some rate, usually stated as the full-angle divergence in radians, 0,. 
This value is the angular spread of the beam as it leaves the laser, and equals 
zero for a perfectly collimated beam. Divergence is a function of laser design, 
wavelength, and the like but varies from < lop3 rad (0.06") for an Ar+ laser to 
as much as 0.5 rad (30") for a diode laser. Divergence is of obvious practical 
importance to how the laser beam propagates through the focusing optics to 
the sample but also results in a more fundamental constraint on the laser beam 
diameter and cross-sectional area. For a beam focused by a lens with focal 
length f 1 ,  the minimum beam radius at the focal point, w g ,  is given by: 

For example, if Od = 1 mrad and f1 = 5 cm, the laser spot diameter at the 
focal point (often called the beam waist) is 50 pm. This minimum may define 
a limit in power density or spatial resolution and can affect the choice of laser. 
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Divergence is usually stated as one of the manufacturer’s specifications for a 
given laser system. 

Some additional practical issues noted in general terms in Table 5.1 also 
apply to the choice of laser. Water cooling or electrical power requirements 
other than I10 V can be inconvenient in an analytical lab, particularly for field 
or portable operation. As indicated in Table 7.1, the more powerful lasers such 
as Ar+ often have such requirements. In addition, the capital and operating 
costs of the lasers in Table 7.1 differ significantly and may be an issue in laser 
or spectrometer choice. Of the lasers listed, the diode, Nd:YAG (fundamental 
and doubled) and He-Ne lasers are relatively inexpensive and do not require 
special cooling or power, while the Ar+, Kr+, and doubled Ar+ lasers are 
more expensive and require special installation. 

7.2. Ar+ AND Krf ION LASERS 

7.2.1. Water-cooled Ion Lasers 

The workhorse lasers for Raman spectroscopy until approximately the early 
1990s were the argon and krypton ion lasers. They continue to be used widely, 
but alternatives have emerged that have lower cost and utility demands, such 
as the doubled Nd:YAG and diode lasers. The argon and krypton lasers are 
generally referred to as “ion lasers” because the lasing species is a singly 
ionized Ar’ or Kr+. The wide use of ion lasers has resulted in the development 
of reliable and sophisticated designs, but the principle is simple and is shown 
schematically in Figure 7.2. A direct current (DC) electron discharge through 
low-pressure Ar or Kr forms a plasma, which is magnetically confined inside 
a resonant cavity consisting of one highly reflecting mirror and one partially 
transmitting (-95 per cent) mirror. In addition to a variety of nonlasing atomic 
and ionic emission lines, a few transitions can lase with sufficient gain to 
support CW laser output. 

Table 7.2 is a more detailed listing of wavelengths and power for 
commercially available ion lasers. Small-jjrame ion lasers use 208 V, three- 
phase power, with total consumption of 10 to 15 kW. Large frame implies 
480 V, three-phase power, 50 to 60 kW total. The ion lasers listed in Table 7.2 
require water cooling, but lower power air-cooled versions are available (see 
Section 7.2.2). Ion lasers are quite inefficient in terms of converting electrical 
to optical energy because much of the power is used to create the ions rather 
than exciting the laser transition. Roughly 0.01 to 0.05 per cent of the electrical 
energy is converted to laser light, making ion lasers among the least efficient 
types in common use. Obviously, this inefficiency leads to the high electrical 
power and water cooling requirements. 
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Figure 7.2. Schematic of argon ion laser, including a cylindrical magnet to confine the plasma. 

The last line of Table 7.2 indicates the total optical output power for 
each ion laser, in terms of “multiline visible” power. However, this power 
is distributed among many wavelengths and is not useful directly for Raman 
spectroscopy. Multiline output is often used to pump dye lasers or titanium: 
sapphire lasers, but these cases are fairly rare in analytical applications. Most 
often, a prism is added to the laser cavity to select one of the wavelengths 
listed in Table 7.2. As apparent in the table, Ar+ and Krt have a few strong 
lines that are popular for Raman (e.g., 488, 514.5, and 647.1 nm) plus several 
more at lower power. The mixed-gas Ar+/Krf laser provides less power but 
covers a wider range of visible wavelengths than Ar+ or Kr+ alone. 

Ion lasers have been popular for Raman spectroscopy and other uses because 
of their high power output, variety of output wavelengths, and relatively long 
lifetime. The output wavelength is very stable and accurately known, since 
it depends on a particular atomic transition. A modern Ar+ laser tube lasts 
5000 h or more, but the replacement cost is high. Small-frame Ar+ lasers 
cost $30,000 to $50,000 at the time of this writing, and a replacement plasma 
tube costs $12,000 to $15,000. As noted earlier, the utility requirements are 
high for water-cooled ion lasers, making them less practical for routine use. 
Mainly for this reason, many analytical Raman systems use the smaller, less 
demanding doubled Nd:YAG laser operating at 532 nm (Section 7.4.2). 

7.2.2. Air-Cooled Ar+ and Kr+ Lasers 

The air-cooled Ar+ system avoids the need for water cooling but with a 
substantial reduction in power. Most air-cooled ion lasers operate on 110 V 
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Table 7.2. Visible Wavelengths and Powers (W) for Tjpical Ion Lasers 

Ar+ Kr+ 

Small Large Small Large 
Wavelength (nm) Frame" Frame' Frame" Framed Mixed Gas' 

791-799 
752.5 
676.4 
647.1 
568.2 
530.9 
528.7 0.42 
520.8 
5 14.5 2.40 
501.7 0.48 
496.5 0.72 
488.0 1.80 
482.5 
476.5 0.72 
472.7 0.24 
468.0 
465.8 0.18 
457.9 0.42 
454.5 0.14 
415.4 
413.1 
406.7 
Multiline visible 7.0 

"For example, Coherent Innova 307. 

1.8 

10.0 
1.8 
3 .0 
8.0 

3 .0 
1.3 

0.80 
1.5 
0.80 

25 
- 

0.03 0.3 
0.10 1.2 0.03 
1.15 0.9 
0.80 3.5 0.25 
0.15 1.1 0.15 
0.20 1.5 0.15 

0.07 0.70 0.13 
0.25 

0.25 
0.03 0.40 
0.05 0.40 0.10 

0.03 

0.30 I .8 
0.20 0.9 

0.6-1.0.f 3.0-4.6f 2.5 

bFor example, Coherent Innova Sabre-DBW 25. 
'For example, Coherent Innova 302. 
dFor example, Coherent Innova Sabre Krypton. 
'For example, Coherent Innova Spectrum. 
f Depends on mirror selection and spectral region. 

power, or occasionally single phase 208 V. Total output power is 5 100 mW, 
with most of that available in the 488 or 514.5 nm lines. Air-cooled Ar+ lasers 
are generally less expensive than doubled Nd:YAG lasers, but their low power 
leads to marginal performance in many Raman applications. 

7.2.3. Ultraviolet Ion Lasers 

Ultraviolet output is available from both Ar+ and Kr+ lasers, sometimes with 
relatively minor modification. For a conventional large-frame Ar+ laser, the 
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Table 7.3. Ultraviolet Wavelengths and Powers (W) of 
Ion Lasers 

Wavelength (nm) Ar+“ Kr+‘ Doubled Arfb 

351.6-385.8 
333.6-363.8 
337.5-356.4 

264 
2.57 
248 
244 
238 
229 

245.4 - 305 .5 

3.0 
5.0 

0.60 
2.0 

0.02 (0.1O)a 
0.10 (1.O)a 
0.03 (0.30)a 
0.10 (0.5O)a 
0.03 (0.1O)a 
0.01 (0.04)a 

aLarge frame. 
bSmall frame. 

mirrors may be changed to optimize UV performance, and the UV outputs 
listed in Table 7.3 result. These “lines” are often in closely spaced groups, as 
indicated in the table. An alternative approach uses an intracavity nonlinear 
crystal (beta barium borate, or BBO) to frequency double the fundamental Ar+ 
visible wavelengths into the UV (9). A small-frame Ar+ laser is modified with 
a temperature-controlled doubling crystal, and the output mirror is coated to 
reflect visible light but transmit ultraviolet. Table 7.3 includes output powers 
for doubled Ar+ lines in the range of 229 to 264 nm. Several doubling crystals 
are required to cover all six lines, and variation of output wavelength by the 
operator is usually infrequent. 

7.3. HELIUM-NEON LASERS 

The familiar 632.8 nm output of the He-Ne laser is available in several inte- 
grated Raman spectrometers of analytical interest. Unlike ion lasers, the lasing 
transition in the He-Ne is an atom (neon), so power need not be consumed to 
create excited ions. Helium ions and electrons carry the current in the He-Ne 
laser tube, but energy is transferred to Ne atoms before lasing, and the process 
is much more efficient than that of ion lasers. Ordinary 110 V electrical power 
and air cooling are sufficient, and He-Ne lasers are generally much smaller 
(and less expensive) than ion lasers. However, the output optical power is 
much lower for the He-Ne laser compared to Arf lasers, with the common 
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range being 0.5 to 100 mW at 632.8 nm. He-Ne lasers with outputs above 
50 mW are quite large and not practical for routine use. 

Since the He-Ne is based on emission of gas-phase atoms, the frequency 
accuracy is excellent, and the output linewidth is sufficiently narrow for most 
Raman applications without special accessories such as an intracavity etalon. 
Like ion lasers, He-Ne lasers exhibit a variety of atomic emission lines from 
the DC discharge that must be filtered out before reaching the sample. 

He-Ne lasers are attractive for Raman applications with modest power 
requirements and compatibility with 632.8 nm excitation. Their long life, low 
cost, and frequency precision are significant advantages, when low power is 
sufficient. In addition, 632.8 nm results in Raman scattering in the 633 to 
81 5 nm wavelength range, which includes the most sensitive region of silicon 
CCDs. However, the likelihood of fluorescence interferences decreases with 
longer laser wavelength and 632.8 nm is often not red enough. As illustrated 
in Figure 5.3 for the example of a complex medical sample, the fluorescence 
observed at 647 nm is lower than that at 488 or 514.5 nm, but not as low as 
that at 785 nm. 

In summary, the He-Ne laser is a good choice for applications in which 
low power is acceptable and fluorescence interference is not a major issue. An 
example is routine identification of pure materials or concentrated liquids. The 
low capital and operating cost of the He-Ne laser is a significant advantage 
for less demanding applications. 

7.4. NEODYMIUM-YAG (NdZYAG) 

Nd:YAG lasers differ fundamentally from He-Ne and ion lasers in that the 
lasing medium is a solid rather than a gas. The density of excited states can be 
much higher, and the gain medium much smaller. YAG is yttrium aluminum 
garnet (Y1A15012), usually in the shape of a rod a few millimeters in diameter 
and few centimeters in length. The YAG is a host to Nd3+ ions, which are 
actually the lasing medium. YAG has more attractive optical and heat transfer 
properties than the glass used in large, pulsed Nd:glass lasers. The Nd:YAG is 
a “four-level’’ laser and is much more efficient than its historical predecessor, 
the three-level ruby laser based on Cr3+ in an A1203 host (1). Nd:YAG lasers 
are available in a wide variety of configurations, including CW versions with 
well above 10 W of fundamental output, and pulsed lasers with peak powers 
exceeding lo9 W in a several nanosecond pulse. The fundamental (1064 nm) 
and frequency doubled (532 nm) CW Nd:YAG lasers are widely used in both 
FT and dispersive Raman and are the most popular of the rare-earth lasers for 
analytical Raman applications. A schematic of the CW Nd:YAG is shown in 
Figure 7.3. 
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Figure 7.3. Schematic of Nd:YAG laser, pumped by an arc lamp or diode laser array. Doubling 
crystal converts 1064 nm light to 532 nm. 

7.4.1. Fundamental Nd:YAG Laser, 1064 nm 

The earliest Nd:YAG lasers were pumped by a flashlamp and emitted pulses 
with durations of several microseconds. While such lasers and their Q-switched 
versions have been used extensively for Raman spectroscopy, there is always 
concern that their high peak powers will damage the sample or generate spectra 
of photoexcited states or fragments. A simplified energy level diagram for the 
Nd3+ ion in a YAG host is shown in Figure 7.4. Optical pumping by an arc 
lamp or diode laser can occur over a range of energies in the red and near- 
infrared regions. Nonradiative decay occurs to populate the upper state (4 F 3 p )  
of the lasing transition, so that a population inversion occurs for the 4 F 3 p  to 
4111,2 transition. Rapid depopulation of the 4111/2 state by decay to the 4 1 9 p  
ground state helps maintain the population inversion. As stated, Nd:YAG is 
a four-level laser and can be pumped continuously to generate CW output at 
1064 nm. Many Nd:YAG lasers use high-pressure xenon arc lamps to pump 
the Nd:YAG rod, with both lamp and rod cooled by recirculating water. These 
lasers are capable of output powers exceeding 10 W at 1064 nm and can be 
mode locked to permit frequency doubling and mixing. Water-cooled Nd:YAG 
lasers are often the basic lasers acting as pumps for picosecond dye lasers used 
in time-resolved Raman spectroscopy. 

An alternative to the arc-lamp-pumped Nd:YAG, which is attractive to 
analytical applications, is the diode-pumped Nd:YAG laser, introduced in the 
early 1990s. An array of diode lasers operating in the range of 800 to 900 nm 
is directed at the Nd:YAG rod, and pumps the Nd3+ to its excited state. 
Diode lasers are more efficient and compact than arc lamps, and a much larger 
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Figure 7.4. Simplified energy levels diagram of Nd3+ ion, showing the transition responsible 
for 1064 nm laser action. 

fraction of their output is absorbed by the Nd3+ ions. Air-cooled diode-pumped 
YAG laser heads can be quite small (-2 x 2 x 12 in.) and have high output at 
1064 nm (>SO0 mW). Their high efficiency avoids the requirement for water 
cooling, and they usually operate on 110 V power. They have become the laser 
of choice for FT-Raman spectroscopy and are usually an integral component 
of commercial FT-Raman spectrometers. Output power is usually variable by 
the operator. 

7.4.2. Frequency-Doubled Nd:YAG Lasers (532 nm) 

As noted earlier, the reliability and power of the Ar+ laser has resulted in 
the common use of 514.5 nm for Raman spectroscopy. However, Ari lasers 
usually require water cooling and special electrical power. If a single green 
laser wavelength is sufficient, and the Ari lines other than 514.5 nm are not 
of interest, the doubled Nd:YAG operating at 532 nm is an attractive alterna- 
tive. These lasers use an intracavity crystal to double a significant fraction of 
the 1064 nm light from an otherwise conventional Nd:YAG laser to 532 nm, 
which is allowed to exit the cavity. The efficiency of diode pumping permits 
generation of up to several watts of 532 nm output without external cooling 
water or special electrical power, in a compact laser head. 

Commercially available doubled Nd:YAG lasers occur in two general types, 
which vary in size and power. Integrated systems incorporating power supply 
and laser head in one unit are available with 50 to 200 mW output powers. 
Their small size (about 4 x 6 x 12 in.) and turnkey, 110 V, air-cooled oper- 
ation make them attractive components for integrated Raman spectrometers. 
More powerful versions in the 2 to 5 W range have separate laser heads and 
power supplies. The heads are still relatively small (5 x 6 x 18 in.), but the 
power supplies add significant volume (typically an additional 7 x 18 x 18 in. 
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module). The high power output of these doubled Nd:YAG lasers, combined 
with their relatively low utility demands, have led to the replacement of many 
Ar+ lasers for Raman spectroscopy. The 532 nm is close enough to 514.5 nm 
that the rest of the spectrometer requires minimal modification. The most 
significant scientific cost of changing from Ar+ to the doubled Nd:YAG is the 
loss of the other Arf wavelengths, such as 457 and 488 nm. 

7.5. DIODE LASERS 

Diode lasers based on optical emission from semiconductor junctions were 
developed initially from light-emitting diodes for applications in communi- 
cations and displays (2). Their relatively long wavelengths (800 to 1500 nm) 
were not attractive to Raman spectroscopy until the benefits of NIR excitation 
and CCDs were appreciated. In addition, there has been a continuous effort 
to extend diode laser output wavelengths into the visible and blue parts of 
the spectrum, thus providing a wider range of diode laser wavelengths. For 
unrelated reasons, diode laser technology has become more useful to Raman 
applications, while at the same time Raman spectroscopy has evolved to better 
exploit the red and NIR outputs of diode lasers. The small size, modest power 
requirements and relatively low cost make diode lasers particularly attractive 
for integrated Raman spectrometers. 

7.5.1. Diode Laser Principles 

A schematic of a diode laser is shown in Figure 7.5. Doped semiconductors, 
often based on gallium arsenide, are joined to form a junction between p-type 
(rich in holes) and n-type (rich in electrons) materials. When the junction 
is forward biased, as shown in Figure 7SA, electrons are injected into the 
conduction band of the p-type material. These electrons then combine with 
holes, releasing energy equal to or exceeding the band gap ( E , )  of the material. 
As shown in Figure 7SB, this recombination annihilates an electrodhole pair, 
and the energy can be released as light. Without any further modification, the 
pn junction device shown in Figure 7.5 is a light-emitting diode, with ability 
to convert current to light, at often high efficiency (-30 per cent conversion 
of electrical to optical power). The output wavelength varies over a range of 
several tens of nanometers for a given material and may be varied over most 
of the visible and NIR range by using semiconductors with different band 
gaps. 

If the current density across the pn junction is high enough, there are 
enough electrodhole pairs to cause stimulated emission. For many diode 
lasers, the faces perpendicular to the junction layer are polished to create 
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Figure 7.5. (A) Schematic of semiconductor diode laser junction and (B) corresponding energy 
diagram. Junction region is only a few micrometers thick, and light output is quite divergent. E, 
is the semiconductor bandgap. 

a resonant cavity. The high refractive index of the semiconductor yields fairly 
high reflectivity of the semiconductodair interface, resulting in oscillation 
of the light between the polished faces. Once a threshold current density is 
exceeded, the optical gain of the junction region becomes positive and lasing 
begins. In most diode lasers, additional layers of‘ semiconductors with varying 
composition are added to the junction to form a “heterojunction” such as 
AIGaAs. These lasers can support higher current density and efficiency and 
operate near room temperature. 

Diode lasers are quite attractive for spectroscopy in general and Raman 
in particular for several reasons. First, their high efficiency minimizes power 
and cooling requirements. Second, they can be very small, since the laser 
itself is only a few square millimeters in size. When support electronics are 
included, the laser still may be only a few cubic inches in volume. Third, 
diode lasers suitable for Raman are available over a range of wavelengths, 
from approximately 670 to 860 nm, and individual diode lasers are tunable 
within a more limited range. Fourth, diode lasers can be inexpensive, although 
significant costs are added to maintain stability (see below). For example, a 
691 nm, 20 mW, single-mode diode laser is available for $125 (in 1998) and 
is adequate for many Raman applications (10). Fifth, diode lasers are available 
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with sufficient power for the majority of analytical Raman applications, with 
many in the 0.5 to I W range. 

However, diode lasers have some negative characteristics that must be over- 
come for use in Raman spectroscopy. Their broad gain curves permit drift in 
the output wavelength, and their mode structure is difficult to stabilize. The 
result is uncertainty in output wavelength and observed Raman shift. Diode 
lasers of the type shown in Figure 7.5 have high divergence and are less easily 
filtered and focused than ion or Nd:YAG lasers. Modifications to alleviate these 
problems are described in the next section. 

7.5.2. Diode Laser Adaptation to Raman Spectroscopy 

Frequency stabilization is critical before a diode laser is suitable for Raman 
spectroscopy. Since the laser output frequency is not determined by an atomic 
line, as in Ar+ or Nd3+, it can vary in a diode laser for at least two reasons. 
Temperature affects the gain curve, so that the output wavelength varies at a 
rate of several reciprocal centimeters per degree Celsius. Temperature control 
is therefore critical, and most diode lasers systems useful for Raman control 
the diode temperature to &0.0l0C. In many cases, a thermistor is built into 
the laser chip itself, to improve temperature stability by feedback control 
of a cooling device. In addition, many diode lasers operate on more than 
one cavity mode, as shown in Figure 7.6. Laser output is maximized when 
an integral number of wavelengths fits in the cavity between the polished 
surface, comprising a “longitudinal cavity mode.” Since the wavelength is 
short compared to the cavity length, many modes are possible, and they are 
closely spaced. Left to itself, the laser depicted in Figure 7.5A has an output 
similar to that of Figure 7.6D, with each sharp peak resulting from a longitu- 
dinal mode. If used for Raman, this multimode laser would generate a Raman 
spectrum for each mode, yielding a spectrum consisting of several overlapped 
but slightly shifted Raman spectra. It is not simple to select one of the modes 
of Figure 7.6A with a filter because they are very closely spaced, and multi- 
mode lasers are not readily adapted to Raman unless line broadening and/or 
multiple peaks are acceptable. The particular AlGaAs diode laser shown in 
Figure 7.6 yields a single-mode output at higher power (Fig. 7.6A). 

Single-mode diode lasers have a modified chip design that preferentially 
amplifies one cavity mode. The output is a single line (as in Fig. 7.6A) with 
a linewidth well below 1 cm-’. Single-mode lasers generate good Raman 
spectra but are still subject to instability. Very small temperature changes 
cause changes in the gain curve or cavity length, and the laser can suddenly 
jump from one mode to another. These “mode hops” result in the single- 
mode output unpredictably changing from one of the modes in Figure 7.6A to 
another. Modes are typically 5 to 10 cm-’ apart, so mode hops can seriously 
affect frequency accuracy. Mode hops can be eliminated in a few specialized 
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Figure 7.6. Output of an AlGaAs diode laser operating at the indicated optical output powers. 
For this device, low-power operation (C and D) results in multimode output covering about 2 nm 
of wavelength. At higher powers (A and B), a single mode operates with a linewidth of -0.2 nm. 
(Adapted from Reference 2, p. 338.) 

diode lasers based on “distributed Bragg reflection (DBR).” One face of the 
laser chip is microfabricated to act as a diffraction grating, so the cavity 
becomes selective for a particular wavelength. The technique successfully 
yields stable, single-mode operation, but so far has been used in lasers with a 
limited range of power and wavelength (1 1). Currently available DBR diode 
lasers have output powers below 100 mW and wavelengths near 860 nm. A 
more expensive but more versatile approach to stabilization is based on an 
external cavity added to a diode laser. 

7.5.3. External Cavity Diode Lasers 

A semiconductor junction driven with sufficient electrical current exhibits posi- 
tive optical gain, meaning that it generates more light than it takes in, via 
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stimulated emission. In the diode lasers discussed so far, the polished faces 
of the semiconductor act as mirrors to comprise an optical resonator. In an 
external cavity diode laser, the reflection at the faces is greatly reduced by 
antireflection coatings, and the mirrors are mounted external to the diode. The 
diode acts only as a gain medium, analogous to the Ar+ plasma in an ion 
laser. A schematic of an external cavity diode laser is shown in Figure 7.7. 
The diode itself is still quite small, with a junction region only a few microm- 
eters thick. But the cavity is now large, several inches in length. A diffraction 
grating at one end selects and stabilizes the output wavelength and also permits 
tunability over an approximately 10 nm range. The diode gain medium is quite 
sensitive to stray light reflected back into the laser and can be destabilized or 
even damaged by even small amounts of back-reflected light. To avoid this 
problem, an isolator is often included that rotates the polarization of exiting 
light, thus negating the effects of back reflection. 

External cavity diode lasers are available as integrated systems that include 
electronics and power supply in a small (about 4 x 6 x 12 in.) package that 
runs on 110 V and is air cooled. Alternatively, separate laser heads and power 
supplies are available, with the laser itself being a few cubic inches in volume. 
Output powers range from t 3 0  mW to > 1  W for single-mode, stabilized 
output. Linewidths vary over a wide range, from <lop3 to 0.3 cm-', and 
nearly all external cavity systems are sufficiently narrow for Raman applica- 
tions. Their frequency stability is excellent, and mode hops are absent. They 
have an additional advantage over simple diode lasers in beam quality. Their 
beam is well collimated (Od - 1 mad)  and small (-1.5 mm diameter) and 
is quite similar in beam characteristics to an ion or Nd:YAG laser. Several 
diode lasers and typical performance characteristics are listed in Table 7.4. A 

Case 
\ I 

temperature control 

0 

grating 

Figure 7.7. External cavity diode laser, such as the Spectra Diode Labs 8530. All components 
are contained in a 3 x 4 x 10 in. case, and the output power is 300 mW. 
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Table 7.4. Diode Lasers of Interest to Raman Spectroscopy 

Type Output h (nm) Power Linewidth Od (rad) Comments 

Multimode 650-900 5 mW-1 W > S  cm-' -0.5 i1.h 

b Single mode 750-900 1-100 mW tl cm-' -0.5 
Distributed 852 100 mW t O . O 1  cm-' -0.5 

External cavity, 785 300 mW t0.3 cm-' 0.001 

External cavity, 670, 780, 850' 1-30 mW t O . O 1  cm-' e, f 

External cavity, 780- 1060' 500 mW 0.3 cm-' <0.001 g 

External cavity, 790-804 300 mW 0.01 cm-' 

c 

Bragg reflector 

fixed h 

variable h 

variable h 

large area 

c.d 

h 

"Multiple simultaneous output wavelengths. 
bMode hops likely. 
"For example, Spectra Diode Labs SDL 5712-HI. 
dFor example, Spectra Diode Labs 8530. 
eMultiple diodes required. 
fTunable over about 10 nm. Similar to New Focus Model 6102. 
"or example, Spectra Diode Labs SDL 8630. 
hDescribed in Reference 12. 

recent addition to the collection is a powerful, single-mode diode laser with 
very narrow linewidth (-0.015 cm-') and large emitting area (12). 

In summary, diode lasers have major advantages for analytical Raman spec- 
troscopy due to their small size, low utility demands, and efficient operation. 
At present, they are expensive due to the cost associated with frequency stabi- 
lization. It is likely that commercial integrated Raman spectrometers will be 
offered with diode lasers when operation in the 700 to 850 nm range is desired. 
It appears unlikely that diode lasers will replace Nd:YAG, doubled Nd:YAG, 
or argon systems for visible and 1064 nm operation. 

7.6. LASER WAVELENGTH FILTERING 

Although the vast majority of light output from a laser occurs at the lasing 
wavelength(s), all lasers emit additional wavelengths from various sources. 
Atomic emission lines from Ar, Art, Kr+, He, Ne, for example, were men- 
tioned earlier, and solid-state lasers such as Nd:YAG and diode lasers have 
broad, near continuum output off the laser wavelength. An example is shown 
in Figure 7.8 for a silicon sample excited with the 514.5 nm line of an Ar+ 



LASER WAVELENGTH FILTERING 143 

silicon, 5 14.5 nm 

400 600 800 1000 1200 1400 1600 

Raman shift, cm-' 

Figure 7.8. Spectra of a silicon wafer obtained without (upper) and with (lower) a bandpass 
filter between the laser and sample (positioned as shown in Fig. 6.1); 180" geometry, 514.5 nm. 
Only the lines at 521 and -960 cm-' are due to silicon, the remainder are emissions from the 
Ar+ laser. 

laser. Since Raman scattering is weak, even small amounts of nonlasing light 
from the laser can interfere. Elastic scattering from these interfering lines is 
collected and analyzed along with the Raman light, leading to the interfering 
lines apparent in upper spectrum of Figure 7.8. These lines are removed by 
adding a dielectric bandpass filter between the laser and the sample (as shown 
in Fig. 6.1). The intensity of nonlasing lines can be as high as a few percent 
of the laser line itself and therefore much stronger than most Raman features. 
The bandpass filter used to remove nonlasing lines should have a high optical 
density off the laser line, at least 3.0 or greater. 

All lasers in current use for analytical Raman spectroscopy must be filtered 
to reduce laser interferences. A perfect filter would exhibit 100 per cent trans- 
mission of the laser line, while totally blocking all other light a few reciprocal 
centimeters away from the laser. In reality, several different types of filters 
are used for Raman, which approximate ideal performance to varying degrees. 
Of interest here are interference filters and premonochromators. 

7.6.1. Interference Filters 

The bandpass filters used in many Raman spectrometers are essentially high- 
performance interference filters of conventional design. Typically, low-cost 
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interference filters have optical densities (OD) of about 3 outside the passband, 
meaning that light at wavelengths other than the filter center is attenuated by 
a factor of 1000 or more. An OD of 3 is marginally adequate for Raman 
applications and will usually allow too much laser interference, particularly for 
samples with large elastic scatter (e.g., white solids). The OD can be increased 
to values above 6 by using multiple cavities in the filter. The filter manufacturer 
numerically optimizes the thickness and refractive index of several dielectric 
layers to adjust both transmission wavelength, bandpass width, and off-line 
OD. An example of the transmission characteristics of multilayer dielectric 
filters is shown in Figure 7.9. Note that the ordinate is optical density, hence 
it is logarithmic in transmitted light intensity. The “six-cavity’’ filter shown 
has an OD above 7 about 15 nm from the laser line. Note also that interference 
can exhibit “harmonics” at which the transmission increases off the intended 
transmission wavelength (e.g., 400 nm in Fig. 7.9). Such harmonics are usually 
“blocked” by adding a suitable absorber that prevents transmission at harmonic 
wavelengths. 

The physical size of interference filters is commonly 1 in. diameter by 5 
to 10 mm thick, including protective mount. Optical properties important to 
Raman can usually be specified at the time of purchase, and their relative 
importance depends on the application. First, the transmission at the laser 

1 

6 

7 
400 5 00 600 

wavelength, nm 

Figure 7.9. Optical density of an interference bandpass filter designed to transmit 500 nm light. 
Labels on curves refer to the number of cavities in the filter (see text). (Adapted from Omega 
product literature.) 
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wavelength determines how much laser light reaches the sample, and is usually 
in the range of 40 to 60 per cent. Filter bandwidth is usually stated as a full 
width at half maximum (FWHM) for the filter transmission curve. As the 
FWHM becomes smaller, the peak transmission usually decreases, so there 
is a trade-off of maximum laser power versus spectral purity. Third, the OD 
off the peak wavelength increases with wavelength, at a rate similar to that 
shown in Figure 7.9. As noted already, it is important to have a high OD 
at wavelengths where Raman scattering is observed. However, if a sufficient 
OD is achieved at a high Raman shift (e.g., 1000 cm-I), the OD may not be 
sufficient at lower Raman shift, close to the laser line. Table 7.5 illustrates the 
effect, based on a 785 nm laser and filter, FWHM of 10 nm, and six-cavity 
filter of the type shown in Figure 7.9. For Raman shifts above 250 cm-', the 
performance described in Table 7.5 is adequate. For lower Raman shifts, laser 
interference is possible, with its magnitude depending on the relative strengths 
of the laser emission and the Raman scattering at each Raman shift value. In 
effect, the bandpass filter performance influences the ability to observe Raman 
scattering at low Raman shifts. The band reject filters discussed in Chapters 8 
and 9 also affect low-frequency performance. 

In addition to their transmission characteristics, interference filters also 
differ in maximum power tolerance and sensitivity to incidence angle. Damage 
can occur at high laser powers, but usually at levels above a few watts. Filter 
damage is therefore unlikely at laser powers used in routine Raman spec- 
troscopy. The transmission curves similar to that in Figure 7.9 vary with 
angle of incidence, with the center wavelength varying approximately with 
the cosine of the incidence angle relative to the surface normal of the filter. 
A few degrees of tilt have minor effects, but larger angles should be avoided. 
In addition, poorly collimated light results in a range of incidence angles and 
will allow additional nonlasing light to pass through the filter. 

Table 7.5. Transmission of 785 nm Interference Filtera 

Raman Shift (cm-I) Optical 
Wavelength (nm) Relative to 78.5 nm Transmission Density 

785 
790 
792 
793 
794 
796 
800 

0 0.6 0.2 
80 0.3 0.5 

113 0.01 2 
138 10-3 3 
145 10-4 4 
177 10-5 5 

>250 < 10-6 >6 

'Six cavities, FWHM = 10 nm, similar to Omega 785DF10. 
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7.6.2. Premonochromators as Filters 

Figure 7.10 shows a small monochromator designed explicitly for a colli- 
mated laser beam. A diffraction grating selected to be most efficient at or 
near the laser wavelength disperses the laser light into the main beam and 
extraneous wavelengths. The grating angle is adjusted, usually with a small 
micrometer, so the diffracted laser beam exits through a circular aperture of 
diameter approximately equal to the original beam diameter. Undesired laser 
light leaves the grating at a different angle and is blocked by the aperture or 
monochromator body. The transmission wavelength of the filter may be tuned 
over a wide range merely by adjusting the grating angle. Tunability is a major 
advantage over interference filters, as a multiline (such as Ar+) or tunable 
(dye, diode) laser may be used without requiring a filter for each wavelength. 

Grating premonochromators are excellent in terms of selectivity for the 
desired wavelength, with rejection of extraneous light at least as good as the 
best interference filters. They do require collimated light and a fairly small 
beam diameter, typical of ion, He-Ne, and Nd:YAG lasers. Their transmission 
is generally close to 50 per cent, with most of the loss due to the grating effi- 
ciency. They are more bulky and more expensive than interference filters and 
are subject to mechanical misalignment by rough treatment. Overall, a grating 
premonochromator is attractive for applications where the laser wavelength 
is changed frequently or when extraneous light near the laser line must be 
blocked. 

A holographic bandpass filter is conceptually similar to a grating premono- 
chromator, but has higher overall transmission. A volume diffraction grating 
may be generated in a suitable photosensitive emulsion by an interference 
pattern from a laser beam (13). Such a grating disperses light much like a 
reflection grating, but for transmitted light (see Fig. 7.11). The grating may be 
embedded in a cube of optical glass, so that the desired wavelength diffracts 

from laser 

diffraction 
grating 

exit aperture 

Figure 7.10. Schematic of a grating premonochromator configured to filter out plasma lines from 
a collimated laser beam. 
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Figure 7.11. Premonochromator based on a holographic diffraction grating mounted in a glass 
cube. 

at 90". The grating density is chosen to match the laser wavelength, and is 
fixed at the time of manufacture. Extraneous light is diffracted at angles other 
than 90" and blocked by a circular aperture. Even better selectivity may be 
achieved by focusing the diffracted light through a pinhole, then recollimating. 
The holographic bandpass filter of Figure 7.1 1 can be quite compact, with 
the cube itself being less than 1 in. on a side. The main attraction is high 
transmission, with 80 per cent or more of the laser light exiting the aperture 
after filtering. The holographic system may be angle tuned by rotating the 
cube, but over a more limited range than the grating system of Figure 7.10. 

REFERENCES 

1. P. W. Milonni and J. H. Eberly, Lasers, Wiley-Interscience, New York, 1988. 
2. J. Hecht, The Laser Guidebook, 2nd ed., McGraw-Hill, New York, 1992. 
3. E. H. Piepmeier, Analytical Applications oflasers, Wiley-Tnterscience, New York, 

4. J. Sneddon, T. Thiem, and Y.-I. Lee, eds, Lasers in Analytical Atomic 

5.  D. Andrews, Lasers in Chemistry, Springer, New York, 1997. 

1986. 

Spectroscopy, VCH, New York, 1997. 



148 LASERS FOR RAMAN SPECTROSCOPY 

6. S. A. Asher, C. R. Johnson, and J. Murtaugh, Rev. Sci. Instrum., 54, 1657 (1983). 
7. C. M. Joneq, V. L. Devito, P. A. Harmon, and S. A. Asher, Appl. Spectrosc., 41, 

8. S. A. Asher, Anal. Chem., 65, 59A (1993). 
9. S. A. Asher, R. W. Bormett, X. G. Chen, D. H. Lemmon, N. Chao, P. Peterson, 

1268, (1987). 

M. Arrigoni, L. Spinelli, and J. Cannon, Appl. Spectrosc., 47 , 628 (1993). 
10. J. Zhao and R. L. McCreery, Langmuir, 11, 4036 (1995). 
11. J. Cooper, P. Flecher, S.  Albin, T. Vess, and W. Welch, Appl. Spectrosc., 49, 1692 

12. R. Claps, J .  Sabbaghzadeh, and M. Fink, Appl. Spectrosc., 53, 491 (1999). 
13. J. Tedesco, H. Owen, D. M. Pallister, and M. Morris, Anal. Chem., 65, 441A 

(1995). 

( 1993). 



CHAPTER 

8 

DISPERSIVE RAMAN SPECTROMETERS 

8.1. OVERVIEW 

As discussed in Chapter 5, all Raman spectrometers built before 1986 were 
dispersive, with the Fourier transform (FT) systems being a popular alternative 
since then when the laser wavelength is longer than about 1.0 Fm. Dispersive 
Raman designs cover a wide range of types and configurations, and only the 
most common will be addressed in this chapter. Until ca. 1980, dispersive 
spectrometers were single-channel, scanning systems based on single, double, 
or occasionally triple monochromators. Since 1990, multichannel dispersive 
systems superceded single-channel designs due to the speed and sensitivity 
gains noted in Chapters 3 and 4. In the current chapter, we will consider 
single grating dispersive spectrometers initially, in order to illustrate disper- 
sive principles. The majority of the chapter is on multichannel systems and 
charge-coupled devices CCD, as this combination currently dominates disper- 
sive designs. 

Dispersion of light by a diffraction grating, shown schematically in 
Figure 8.1, is the principle of the most common type of dispersive wavelength 
analyzer. As noted in Chapter 1, the wavelength analyzer is a subunit 
within a Raman spectrometer that allows separation of wavelengths and 
eventually Raman shifts. A spectrograph disperses light along a focal plane. A 
spectrograph with a multichannel detector at the focal plane is a key component 
in a multichannel spectrometer. If an exit slit is placed at the focal plane, a 
small range of wavelengths (the bandpass) is transmitted, and the device is 
a monochromator. Strictly speaking, a monochromator is used only with a 
single-channel detector, but in common usage, the spectrograph preceding a 
multichannel detector is often referred to as a monochromator. 

Before considering specific spectrometer designs, a few general points that 
apply to all dispersive systems deserve note. Nearly all dispersive Raman spec- 
trometers are based on diffraction gratings, shown schematically in Figure 8.1. 
Gratings disperse the light according to wavelength, not wavenumber, resulting 
in a linear spread of wavelengths at the focal plane of the spectrometer. The 
lower portion of Figure 8.1 shows the coverage of wavelength along the focal 
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to focal plane and 

?L2> h,> ?Lo 
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Figure 8.1. Schematic of wavelength dispersion by a diffraction grating. Wavelength and Raman 
shift scales illustrate the nonlinear dispersion of Raman shift for diffraction of scattering from a 
785 nm laser. Scales shown are linear in wavelength but nonlinear in Raman shift. 

plane, with linear* dispersion of wavelength (1). This spread of wavelengths is 
often described by a constant linear dispersion, d l l d h ,  with units of millime- 
ters per nanometer. However, if the same range of wavelengths is plotted as 
Raman shift, the dispersion is nonlinear. The dispersion in terms of d l / d ( A V ) ,  
with units of millimeters per reciprocal centimeter is not constant with AC. 
For example, the 10 nm between 800 and 810 nm contains 154 cm-l, while 
the range 1000 to 1010 nm contains only 99 cm-'. 

When either a slit or a detector element is placed at the focal plane, it will 
collect a constant range of wavelength along the spectrum, but a nonconstant 
range of Raman shift. A slit width sufficient to collect 0.1 nm at 800 nm 
will also collect 0.1 nm at 1000 nm. But the same slit will collect 1.6 cm-' 
at 800 and 1.0 cm-' at 1000 cm-'. This effect is described algebraically by 
Eq. (8. I), obtained by differentiating the relation V = l / h :  

I 
h2 

dV = --dh 

* There is a small nonlinearity that depends on the cosine of the diffraction angle, as discussed 
in Section 8.2.1. 
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The nonlinear dispersion of Raman shifts is fundamental to wavelength disper- 
sive spectrometers because the physics underlying dispersion is based on 
wavelength rather than energy. The effect is larger at longer laser wavelengths 
because the typical Raman shift range of interest (0 to 3500 cm-') covers a 
wider range of wavelength in the red and near-infrared (NIR) regions of the 
spectrum. For example, the dispersion ( d l / d ( A T ) )  over a 0 to 3500 cm-' 
Raman shift range varies by 30 per cent for a 457 nm laser but 47 per cent for 
a 785 nm laser. The main consequences of this nonlinear Raman shift disper- 
sion is nonconstant spectral resolution noted below and effects on response 
correction discussed in Chapter 10. 

A second general property of dispersive spectrometers is a trade-off of 
resolution, spectral coverage, and acquisition time. High resolution over a 
wide Raman shift range requires a large number of intensity measurements. 
For the case of a scanning spectrometer, this means that a large number of 
wavelength increments must be monitored, leading to a long acquisition time. 
A multichannel system greatly improves this problem by monitoring many 
wavelengths at once, but it still has a finite number of channels. Increasing 
the dispersion improves resolution but decreases spectral coverage since the 
multichannel detector is of finite size. The problem is illustrated in Figure 8.2 
for the case of a 1024-element CCD. Low and high dispersion refer to a 
250 mm focal length spectrograph with 300 or 1200 line/mm gratings, respec- 
tively. For the example shown, one has the choice of a 3300 cm-' spectral 
coverage with 2 to 4 cm-' resolution or 850 cm-' coverage with t l  cm-' 
resolution. As will be discussed in Section 8.6, this trade-off may be mitigated 
by multiple CCD exposures or scanning/multichannel hybrids, but at the cost 
of increased measurement time. 

8.1.1. Definitions 

Referring back to Figure 1.7, the dispersive wavelength analyzer must receive 
an image of the Raman sample as illuminated by the laser, then reimage this 
input after dispersing the light according to wavelength. The dispersed image 
is formed at the focal plane of the analyzer and a spatially displaced image 
will appear for each wavelength increment. The important parameters that 
determine analyzer design are dispersion, f /#, transmission, stray light, and 
image quality. The parameters are defined with reference to the generic single 
grating system of Figure 8.3. 

1. Dispersion. The linear dispersion (in millimeters per nanometer) des- 
cribed above is often converted to reciprocal linear dispersion ( d h l d l ,  units 
of nm/mm) when stated in the manufacturer's literature. It describes how 
much of the spectrum (in nanometers) is covered in a unit of focal plane. If 
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Figure 8.2. Raman shift coverage and resolution for two different gratings (300 and 
1200 linedmm) and a 25 mm wide CCD in a 250 mm spectrograph. For a constant number 
of CCD elements, resolution improves as spectral coverage decreases. 

the image is formed on a CCD detector, the spectral range for each pixel is 
given by: 

nm 
pixel 

where Wp is the physical width of the detector channel along the wavelength 
axis. For a single-channel spectrometer, an exit slit would be positioned at the 
focal plane. The bandpass in nanometers would be given by Eq. (8.2), with 
the slit width substituting for Wp (1). 

2. f /#. As was the case with the collection optics, the wavelength analyzer 
also has an f number. To a first approximation, the f l #  is the ratio of the 
focal length of the collimating mirror to the limiting aperture diameter, usually 
determined by the grating. So short focal length and large mirrors and gratings 
yield a low f/#. As stated in Eq. (3.4), a lower f l #  yields a larger collection 
angle for the analyzer and more efficient collection of Raman scattering. 

3. Transmission. The transmission of the wavelength analyzer is the frac- 
tion of light of a given wavelength entering the entrance slit that reaches 
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Figure 8.3. Schematic of a single grating Czerny-Turner spectrograph. Shading indicates enve- 
lope of light passing through the instrument, which disperses and focuses wavelengths at the 
focal plane. 

the detector. It is unitless and covers a wide range from less than 5 per cent 
to above 50 per cent. It can vary with incident angle, and should be deter- 
mined for light that fills the collection aperture of the wavelength analyzer. A 
measurement using solely on-axis light (such as a laser) will usually overstate 
the transmission. The largest transmission losses in dispersive systems usually 
occur at the grating. 

4. Stray Light. When a wavelength analyzer is adjusted to observe a partic- 
ular wavelength, a small amount of light of other wavelengths will reach the 
detector. Low stray light is critical in Raman spectroscopy because one is 
observing weak Raman scattering in the presence of much stronger laser light. 
The wavelength analyzer must be able to reject the intense laser light, while 
efficiently transmitting Raman light. An example of the problem is shown in 
Figure 8.4. The high background in the upper spectrum is stray laser light 
striking the detector at unintended positions. Stray light appears on the spec- 
trum at wavelengths other than that of the laser, but, in fact, it is unshifted laser 
light striking the detector in the wrong place. The problem is greatly reduced 
by adding a filter that blocks only the laser light. Stray light magnitude is often 
measured differently by various manufacturers, but one method is to observe 
the intensity of a laser at some wavelength other than that of the laser itself. 
For example, a monochromator with a bandpass of 2 nm might be set for 
642.8 nm, and a He-Ne laser (632.8 nm) is directed into the entrance slit. If 
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Figure 8.4. Raman spectrum of liquid benzene from a single spectrograph with and without a 
holographic laser rejection filter between the sample and the entrance slit. Intensity scales differ 
greatly between the two spectra. 

the signal at 642.8 nm is lop5 times that of the laser, the stray light would be 
at five bandpasses away from the incident wavelength.” In other words, 

moving the monochromator setpoint by 10 nm reduced transmission a factor 

5.  Zinaging and Flat Field. Like any real optical system, a dispersive ana- 
lyzer design has aberrations that result in nonideal performance. These aber- 
rations arise from the mirrors operating off-axis (as in Fig. 8.3), chromatic 
aberrations in the optics, and the designer usually chooses to minimize one 
type of aberration at the expense of another. For example, the classical Czerny- 
Turner configuration of Figure 8.3 provides good dispersion across a relatively 
wide focal plane but does distort the slit image along the slit axis. If the user is 
concerned only about determining Raman shift, such distortion is acceptable. 
In an “imaging” application, however, distortion along both the wavelength 
and slit axes is reduced as much as possible. This property is illustrated in 
Figure 8.5 for the case of a source containing solely three monochromatic 
wavelengths of 400, 500, and 600 nm. The imaging spectrograph produces 
three slit images on the focal plane, with the image width ideally equal to 
the entrance slit width. Furthermore, the registry of the entrance slit and focal 
plane image is maintained in the imaging system. For a conventional system 
(e.g., Czerny-Turner), aberration causes broadening and curvature when the 
image occurs off the optical axis, and registry between slit and image is 

of 105. 
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Figure 8.5. Images of the entrance slit for monochromatic light of 400, 500, and 600 nm at 
the focal plane of a conventional (nonimaging) spectrograph and an ideal imaging spectrograph. 
Distortion of slit image in conventional system varies significantly for different configurations. 

not retained. The area of the focal plane in which the slit image is main- 
tained on imaging systems is known as the $at $field. The height and width 
of the flat field dictate the detector size that can be used without serious 
degradation of spectral or spatial resolution or imaging. It is not easy to quan- 
titatively specify image quality, but a practical test is the observation of a 
monochromatic point source imaged at various positions on the focal plane. 
For good imaging quality, the point will not increase in diameter signifi- 
cantly over the entire flat field. The imaging capability of a spectrograph is 
important when considering Raman microscopy (Chapter 11) or fiber optics 
(Chapter 12). 

8.2. DISPERSIVE SPECTROMETER CONFIGURATIONS 

8.2.1. Single Grating Spectrographs 

The single grating instrument depicted in Figure 8.3 is very common in optical 
spectroscopy (l), but its application to Raman is relatively recent because of 
inadequate stray light rejection. The introduction of effective laser rejection 
filters (Section 8.2.5) removed this limitation and single spectrographs became 
attractive. They are simpler and more efficient than double or triple systems 
and usually much more compact. Variations of the classical Czerny-Turner 
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design (Fig. 8.3) are now quite common in Raman spectrometers, although 
they vary in focal length, f / # ,  and dispersion. 

The reciprocal linear dispersion of the single spectrograph in Figure 8.3 is 
given by: 

(8.3) 
d h  dcos6' 
d l  mF2 

- -~ - 

where d is the distance between rulings on the diffraction grating, m is the 
diffraction order (0, 1, 2,. . .), F2 is the focal length of the focusing mirror, 
6' is the angle of diffracted light leaving the grating (relative to the grating 
surface normal), and cos 0 is usually considered to be constant over the limited 
range of wavelengths to be analyzed (2). Note that d h / d l  is nearly constant 
over a limited range of 8,  when stated in terms of wavelength rather than 
wavenumber. For example, d h / d l  changes by less than 2 per cent over a 
100 nm wavelength range for a 1200 line/mm grating in a 250 mm spectro- 
graph. 

The dispersion in terms of V or Raman shift is not as constant, however, as 
noted in Section 8.1. Differentiation of the relationship between h and V leads 
to Eq. (8.4), and combination with (8.3) yields (8.5): 

dV dcos0  - dcos6'(V)2 
- - 

dl mF2h2 mF2 

(8.4) 

Since dV/dl  depends on (ij)2, it will vary both with Raman shift magnitude and 
with laser wavelength, as noted in Eq. (8.6) after substituting V R  = Vo - V j  in 
Eq. (8.5): 

dV 

d l  mF2 
d cos 6(V,  - V j ) 2  

- (8.6) - - 

Several values of the dispersion for various laser, grating, and focal length 
combinations are listed in Table 8.1. Since dC/dZ describes how widely a 
Raman shift increment is spread over an increment of focal plane, a lower 
dC/dl implies higher spectral resolution. Stated differently, a slit or detector 
element of fixed width will collect a smaller range of Raman shifts for smaller 
values of dV/dl .  As expected, the dispersion is higher (and dV/dl  smaller) 
for higher density gratings (small d )  and longer focal lengths (large F2). It is 
also apparent from Table 8.1 that the dispersion varies over the Raman shift 
range, more so at longer laser wavelengths. 
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Table 8.1. Reciprocal Linear Dispersion for Several Single Spectrograph Designs 
~~ ~~ ~~ 

dv 
- (cm-'/mm) for Ai7 = 
d l  

Laser Wavelength Grating Density Focal Length 
(nm) (linedmm) (mm) 100 cm-' 1500 cm-' 3000 cm-' 

514.5 
514.5 
514.5 
514.5 
514.5 
514.5 
5 14.5 
514.5 
5 14.5 
514.5 
514.5 
514.5 
785 
785 
785 
785 
785 
785 
785 
785 
785 
785 
785 
785 

600 
600 
600 
600 

1200 
1200 
1200 
1200 
1800 
1800 
I800 
1800 
300 
300 
300 
300 
600 
600 
600 
600 

1200 
1200 
1200 
1200 

100 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 

623 536 450 
249 214 180 
125 107 90 
62 54 45 

312 268 225 
125 107 90 
62 54 45 
31 27 23 

208 179 150 
83 71 60 
42 36 30 
21 18 15 

532 42 1 316 
213 168 126 
€06 84 63 
53 42 32 

266 21 1 158 
106 84 63 
53 42 32 
27 21 16 

133 105 79 
53 42 32 
27 21 16 
13.3 10.5 7.9 

8.2.1.1 Resolution and Spectral Coverage 

The practical consequences of Eq. (8.6) lie in both resolution and spectral 
coverage. High dispersion (small d F / d l )  yields high resolution (small A? 
range per pixel or slit width), according to: 

d T =  (z) Wp (8.7) 

In this case, dF is the Raman shift increment observable with a slit or pixel of 
width W p .  However, an array detector has a finite number of pixels, and the 
flat field of the spectrograph is of finite width, so there is a limit on the range 
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of Raman shifts observable with a given spectrograph/detector combination. 
Temporarily ignoring the variation of dV/dl  with A t ,  the Raman shift range 
observable with a given detector width is provided approximately by: 

d t  
dl 

W D  = - w p N c  Spectral range = 

The subscript 1500 is the reciprocal linear dispersion at a Raman shift of 
1500 cm-' (approximately the center of the spectrum), W D  is the total detector 
width and N c  is the number of channels along the wavelength axis. Combining 
with Eq. (8.6) (and assuming m = 1, cos0 = I), yields 

d(V0 - 1 500)2 WD 
F2 

Spectral range - (8.9) 

A more accurate but less convenient expression is given by: 

(8.10) 
+ """I-' mF2 

I Spectral range (cm- ) = c0 - tj - 

where VO is the absolute wavenumber of the laser and V J  is the lowest Raman 
shift to be observed (in reciprocal centimeters). The spectral range calculated 
from the approximate Eq. (8.8) is generally within 10 per cent or less of the 
accurate value calculated from Eq. (8.10). Table 8.2 provides several examples 
of dt and spectral range for a 250 mm spectrograph. The relationships of 
dispersion, coverage, and resolution are shown graphically in Figure 8.6. The 
numbers accompanying each curve are the grating density (lines/millimeter) 
in a spectrograph with F2 = 2.50 mm. The ordinate is labeled with dV/dl 
and dc per pixel (2.5 bm width) on the left and spectral coverage for a 
25 mm detector on the right. The horizontal lines labeled with italics indi- 
cate the Raman shift range for various common laser wavelengths. As an 
example, consider a 250 mm spectrograph, 25 mm detector, and 785 nm laser. 
The coverage is given approximately by the grating curves of Figure 8.6 
at points below the midpoint of the 785 nm Raman shift range. Coverage 
is about 3700 cm-' for the 300-line/mm grating, 2200 cm-' for the 600- 
line/mm grating (indicated by the asterisk on the 600-line/mm curve), and 
1200 cm-l for the 1200-line grating. Furthermore, the resolution for the 600- 
line grating (indicated by the black circles) varies from about 2.4 cm-' per 
pixel at low Raman shift (high absolute wavenumber) to about 1.2 cm-' per 
pixel at 3500 ern-'. 

It should be noted that the actual spectral resolution is a fairly complex 
function of the slit width, pixel width, and spectrograph dispersion. The image 
of the entrance slit on the CCD may be wider or narrower than the pixel width 
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Table 8.2. Bandpass and Spectral Coverage for Several Single Spectrograph 
Designs 

Laser Grating Bandpass" for Spectral' Coverage 

(nm) (linedmm) (mm) Pixel at 1500 ern-.' Detector 
Wavelength Density Focal Length 25 pm Slit or over 25 mm 

5 14.5 
5 14.5 
5 14.5 
5 14.5 
514.5 
514.5 
514.5 
514.5 
5 14.5 
5 14.5 
514.5 
514.5 
785 
785 
785 
785 
785 
785 
785 
785 
785 
785 
785 
785 

600 
600 
600 
600 

1200 
1200 
1200 
1200 
1800 
1800 
1800 
1800 
300 
300 
300 
300 
600 
600 
600 
600 

1200 
1200 
1200 
1200 

100 
250 
500 

1000 
I00 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 
100 
250 
500 

1000 

13.4 
5.4 
2.7 
1.3 
6.7 
2.7 
1.3 
0.67 
4.5 
1.8 
0.89 
0.45 

10.5 
4.2 
2.1 
1.05 
5.26 
2.1 1 
1.05 
0.53 
2.63 
1 .05 
0.53 
0.26 

8697 
4756 
2709 
1456 
5602 
2709 
1456 
756 

4132 
1894 
996 
51 1 

6560 
3797 
223 1 
1223 
4417 
223 1 
1223 
642 

2672 
1223 
642 
329 

'Calculated from Eq. (8.6), assuming rn = 1, cos 0 = 1, and V j  = 1500 cm-' 
'Calculated from Eq. @.lo), with rn = 1, cos0 = 1, and i?, = 100 cm-'. 

depending on the physical slit width and the spectrograph magnification (if 
any). For example, the image of a 100 ym slit on a CCD with 25 ym pixels 
will project a given wavelength onto four pixels. In this case, the resolu- 
tion is determined by the slit width rather than the pixel width in Eq. (8.7). 
Conversely, decreasing the slit image width to a value smaller than the pixel 
width will not improve resolution but will decrease the signal. As a rule of 
thumb, the resolution is determined by the larger of the pixel width and the 
slit image width, multiplied by d5 /d l .  

Figure 8.7 shows an experimental example of the trade-off of spectral 
coverage and resolution for three gratings in a 330 mm spectrograph and 
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Figure 8.6. Dispersion and coverage for 250 mm focal length single spectrograph, 25 mm 
detector, and 25 pm pixel width. Curves correspond to gratings with 300, 600, 1200, or 1800 
l ineshm, and italics indicate the Raman shift range for several laser wavelengths. Reciprocal 
linear dispersion (dE/iildl) and resolution for a 25 pm pixel (AV) are on the left ordinate and 
may be determined directly for a given grating and wavelength. Approximate coverage is given 
for different gratings and wavelengths. The asterisk indicates spectral coverage and black dots 
indicate resolution and high and low Raman shift limits for the case of a 785 nm laser and 600 
line grating. 

27 mm-wide detector. Equation (8.9) predicts approximate coverages of 3400, 
1720, and 860 cm-' for 300-, 600-, and 1800-line/mm gratings, respectively. 
Notice that the resolution improves for the higher density gratings, while the 
spectral coverage decreases. 

Several observations of practical importance are available from Tables 8.1 
and 8.2 and Figures 8.6 and 8.7. First, dispersion in terms of Raman shift 
varies over the common Raman shift range, as noted in Section 8.1, with 
a greater relative effect for longer laser wavelengths. Second, bandpass and 
spectral coverage are strong functions of grating density, focal length, and 
laser wavelength. For this reason, many dispersive Raman spectrographs can 
mechanically select among two or three gratings to permit both high- and 
low-resolution operation. Third, the fundamental trade-off between resolution 
and coverage is obvious from Table 8.2 and Figure 8.7. Since the number of 
pixels is finite, wider spectral coverage requires a larger bandpass and lower 
resolution. Fourth, the user can choose one of several combinations of focal 
length and grating density to achieve a particular coverage and resolution. 
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Figure 8.7. Spectra of calcium ascorbate acquired with a Chromex 2000 spectrometer, 25 mm 
detector, and three different gratings. Each spectrum is a single CCD exposure using the indicated 
gratings. Intensity scales differ in the three cases. 

Either the user or the manufacturer must choose these parameters according 
to other requirements such as detector size, f / # ,  physical size, and so forth. 
It is common practice to splice several spectral segments to cover a wider 
spectral range, as will be discussed in Section 8.6. 

8.2.1.2 Transmission and Collection 

The transmission of a single spectrograph is the simple product of the effi- 
ciencies of each optical component, including mirrors, lenses, the grating, 
and any filters. For the spectrograph of Figure 8.3, the overall transmission 
is the product of the reflectivities of both mirrors and the grating. These 
values depend on wavelength, coating materials, and grating design, and there 
is no ideal combination that maintains high transmission over a wide spec- 
tral range. Components are generally selected by the spectrograph designer 
to maximize transmission over a particular wavelength range. For example, 
aluminum-coated mirrors have high reflectivity through the visible region, 
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but gold-coated mirrors have higher reflectivity above 600 nm and into the 
infrared. 

Diffraction grating efficiency is strongly dependent on both wavelength and 
polarization. Examples of grating efficiency curves are shown in Figure 8.8. 
Grating designers specify an optimum wavelength [often called “blaze” wave- 
length) at which the grating diffracts the maximum fraction of incident light in 
first order. Efficiency decreases away from this maximum, usually more slowly 
on the side of the curve corresponding to longer wavelengths. Figure 8.8 also 
illustrates the effect of polarization of the incident light relative to the grating 
surface, due in part to differences in reflectivity. Since Raman bands differ 
in their degree of polarization, discrimination of the spectrograph against one 
polarization will lead to errors in relative band intensities. For this reason, a 
polarization scrambler is often inserted between the sample and the spectro- 
graph to randomize the polarization striking the grating. A scrambler is critical 
for accurate determination of polarization ratios, since they rely on relative 
peak intensities. 

The overall transmission, T,y (A), of a single spectrograph of the type 
depicted in Figure 8.3 is given by: 

where T p  is the scrambler transmission, Rc and RF are collimating and 
focusing mirror reflectivities, and EG is the grating efficiency for randomly 

2400 lindmm grating 
I 

” 
300 400 500 600 

wavelength, nm 

Figure 8.8. Typical grating efficiency (fraction of incident light diffracted into first order) for 
different incident polarizations. Each grating design has a different set of curves. 
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polarized input light. All of the factors in (8.11) are wavelength dependent, 
resulting in a T s  (A) that varies across the Raman spectrum. This variation 
contributes to the overall instrument response function, which ultimately deter- 
mines the collection efficiency, C, in Eq. (3.1). T s  is typically in the range 
of 0.10 to 0.50 for single grating spectrographs. The dependence of T S  on 
wavelength and its effects on the system response may be calibrated using the 
methods described in Chapter 10. 

The f /# of the spectrograph determines its light collection ability and there- 
fore the magnitude of the Raman signal. According to Eq. (3.4), the solid angle 
of light collected by the spectrograph depends on (f/#)-’, so lowering the 
f / #  significantly increases collection. The S ~ D  discussed in Chapter 3 refers to 
overall light collection at the sample, to which the spectrograph S2 contributes. 
Assuming S ~ D  is not limited by a component other than the spectrograph, a 
lower f /# spectrograph will increase sensitivity. All else being equal, signal 
strength increases with ( f /#) -2,  so a decrease from f / 8  to f / 4  results in 
4 times the signal magnitude. This simple relation assumes that the collection 
optics are not limiting S22n and are therefore f /4  or lower. 

While it may appear that lower f / #  is always better, there are some substan- 
tial constraints (3). Since f /# is the ratio of focal length to aperture diameter, 
lower f /# requires shorter focal length or larger optics. Both of these measures 
increase aberrations and stray light, and a shorter focal length requires higher 
grating density to achieve the same dispersion. It is a challenge to the spec- 
trograph designer to maintain dispersion and image quality over the relatively 
large flat field of a modern CCD, and the problem is escalated when the f /# is 
reduced. At least with current dispersive technology, the goal is to reduce the 
f /# as much as possible while retaining dispersion and flat field performance. 

An additional factor driving the reduction in f / #  is the transition from 
photomultiplier tubes (PMTs) to CCDs as detectors (43). Recall that the 
Raman signal is ultimately determined by the minimum  AD!^ product of 
the entire system (Section 3.2). PMTs have relatively large photoresponsive 
areas (e.g., 3 x 10 mm), while a CCD pixel is much smaller (25 pm x several 
millimeters when binned). The reduction in A with a CCD requires a larger C2 
(and smaller f /#) to maintain the ADQD product. The multichannel advantage 
and high quantum efficiency of the CCD more than justify this requirement, 
but it does provide additional incentive to design smaller, lower f /# spectro- 
graphs. Table 8.3 lists several single spectrographs in common use for Raman 
spectroscopy. 

8.2.1.3 Stray Light 

As illustrated in Figure 8.4, stray light can interfere with Raman scattering 
unless it is adequately rejected by the spectrograph. Rayleigh scattering is 
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Table 8.3. Examples of Single Spectrographs for Raman Spectroscopy 

Number of 
Focal Interchangeable 

Configuration Length (mm) f/# V, (sr) Gratingsb 

Czerny -Turner' 640 5.5 0.026 1 
Czerny -Turne& 500 4.0-6.9 0.049-0.016 2 
Modified Czerny-Turner 250 4.0 0.049 3 

Modified Czemy-Turner 190 3.9 0.052 3 

Holographic (imaging)' 85 1.5-1.8 0.35-0.24 1 

(imaging)' 

(imaging11 

"From Eq. (3.4), using manufacturer's stated f /#. 
'Without disassembly or realignment. 
'Instruments SA HR 640. 
'ISA 500 M. 
pChromex 250 IS (input focal length is 250 mm, output is 330 mm). 
f ISA Triax 190. 
RKaiser Holospec f l l .8 .  

often lo4 to lo6 times stronger than Raman scattering, so a stray light speci- 
fication of lo-' or less is required to avoid overwhelming the Raman signal 
with elastic scattering. Many single spectrographs have stray light in the region 
of lo-', so they can sometimes be used without additional filtering for rela- 
tively strong scatterers that are transparent (e.g., neat solvents). For the great 
majority of samples, however, a single spectrograph by itself has too much 
stray light. Elastic scattering from solid samples, optics, dust, and the like, can 
easily exceed Rayleigh scattering by orders of magnitude, totally obscuring 
the Raman signal. For virtually all Raman instruments based on single spec- 
trographs, a laser rejection filter is included to provide an additional factor of 
lo4 to lo6 in stray light reduction. These filters are described in Section 8.2.5. 

In the spectrograph itself, stray light has several sources, including optical 
imperfections, dust, and reflections from interior components. Stray light is 
generally more severe for short focal lengths and small f/#, since random 
scattering and reflections can more efficiently reach the detector. As spectro- 
graph f /#'s are reduced to improve the AS2 product, stray light becomes an 
increasing concern. Fortunately, advances in laser rejection filters have enabled 
the use of relatively high stray light spectrographs since the strong laser light 
is greatly attenuated before entering the spectrograph. 

8.2.1.4 Holographic Grating Spectrographs 

The technology associated with holographic optical elements (HOES) existed 
for some time before applications to spectroscopy but were applied to Raman 
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spectroscopy starting in the early 1990s. HOES consist of layers of photoactive 
emulsion between glass or quartz plates, which are exposed to interference 
patterns that generate a holographic image in the emulsion. The image consists of 
variations in refractive index that can be patterned to form a diffraction grating, 
a wavelength-selective reflector, or a variety of other optical elements (6). A 
holographic grating produced by this procedure differs fundamentally from a 
conventional grating in that it is used in transmission rather than reflection mode. 
An HOE grating should not be confused with a “holographically ruled grating,” 
which is a reflection grating whose “rulings” are produced holographically. 
Figure 8.9 shows a spectrograph suitable for Raman spectroscopy produced with 
HOE components. The light is dispersed by the HOE grating while undergoing 
a 90” (average) turn. The dispersion is equivalent to that of a 2400-line/mm 
grating, but operating in transmission rather than reflection mode. Note that the 
achromatic lenses replace the mirrors of the reflection design. 

The HOE design of Figure 8.8 has several advantages over the conven- 
tional Czerny-Turner configuration of Figure 8.3. First, the optical axis is 
normal to the lenses (so-called on-axis design), significantly reducing optical 
aberrations and maintaining image quality. Second, the transmission design 
improves grating efficiency, leading to high spectrograph transmission. Third, 
the axis design and high dispersion permit a very low f /#, in the range of 1.5 
to 1.8. Fourth, low aberrations result in a relatively large flat field and good 
compatibility with CCD detectors. 

Figure 8.9. Schematic of axial transmission holographic spectrograph, such as the Kaiser 1 Xi. 
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Disadvantages of the HOE spectrometer deal mainly with flexibility. The 
grating is fixed, so the spectral range can be changed only by exchanging 
the grating. The spectrograph is generally configured during installation for 
a particular laser wavelength and spectral range. The peak efficiency of the 
grating is higher than a reflection grating but falls off faster away from the 
optimum wavelength. In addition, existing HOE emulsions do not permit oper- 
ation in the ultraviolet region of the spectrum. The low f /# and high imaging 
quality of the holographic spectrometer are very attractive for Raman spec- 
troscopy, particularly for a fixed laser wavelength. Additional discussion of 
HOE filters appears in Section 8.2.5.2. 

8.2.2. Double Monochromators 

Many Raman spectrometers used in the pre-multichannel era were double 
monochromators such as that diagramed in Figure 8.10. By combining two 
single-grating monochromators in series, with a common “intermediate” slit, 
the light is dispersed twice and the bandpass can be quite narrow. More impor- 
tantly, the stray light becomes the product of the stray light levels for the single 
stages, leading to excellent rejection of elastic scattering. A double monochro- 
mator of the configuration shown in Figure 8.10 has stray light in the region 

Figure 8.10. Schematic of a double monochromator, such as the Spex 1403. 
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of to permitting observation of highly scattering samples such 
as white powders, at low Raman shift values if desired. For a conventional 
double monochromator used for Raman, the two gratings are positioned for 
“additive dispersion,” and the gratings are mechanically locked together so 
the two stages transmit the same wavelength. A double monochromator used 
widely for Raman in the 1970s (Spex model 1403) has an 850 mm focal 
length, a dispersion of 10 cm-’/mm, and stray light below lo-”. 

The high dispersion and low stray light of double monochromators are 
attractive for single channel systems with a relatively large detector area, 
such as a PMT. The two gratings are typically scanned synchronously and 
each Raman shift increment is collected in series. High dispersion provides 
a sensitivity advantage in this case because a wider slit permits higher AD 
and A*Cl product. It is common to magnify the sample region when matching 
collection optics to the double monochromator in order to exploit the rela- 
tively large detector area. This approach also permits arbitrarily wide spectral 
coverage, although the acquisition time increases linearly with spectral range 
and inversely with bandpass. Acquisition times are typically much longer 
than those for multichannel systems, often by factors of 100 to 1000. A high- 
resolution spectrum obtained with a scanning double monochromator is shown 
in Figure 8.11. 

Since multichannel detectors have relatively small pixels (otherwise a 1000- 
channel detector would be prohibitively large), the high dispersion of an 
additive double monochromator is unnecessary or even undesirable. A disper- 
sion of 10 cm-’/mm and a 25 mm detector would cover only 250 cm-’ at 
a time, requiring many detector exposures to assemble a 3000 cm-’-wide 

4-acetamidophenol 

scanning double 
monochromator 

0 500 1000 1500 2000 2500 3000 

Figure 8.11. Spectrum of acetamidophenol obtained by scanning a double monochromator onto 
a photon counting PMT: 514.5 nm, total acquisition time about 40 min. 
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spectrum (see Section 8.6). The low stray light of a double monochromator 
remains attractive, but there are better alternatives for use with multichannel 
detectors. 

8.2.3. Triple Spectrographs 

As discussed in Section 8.2. I ,  single spectrographs meet most of the require- 
ments of Raman spectroscopy and have particular advantages in high trans- 
mission and compact size. However, their insufficient stray light requires the 
addition of a laser rejection filter (Section 8.2.5), which is constructed to reject 
a single, narrow range of laser wavelengths. A different excitation wavelength 
requires a different rejection filter, and a tunable laser source would require an 
impractically large array of filters. The double monochromator has low stray 
light without filters and can be used with a wide range of excitation wave- 
lengths but is not generally useful with multichannel detectors. So, how can 
one achieve multichannel operation with low stray light while also permitting 
many excitation wavelengths? 

The triple spectrographs achieve these objectives, albeit with a cost in trans- 
mission and complexity. Triple spectrographs are often specified for applica- 
tions involving varying excitation wavelengths, but also when the observation 
of low Raman shifts (<lo0 cm-’) is important. A triple spectrograph is shown 
schematically in Figure 8.12. It has three gratings and up to four slits but 
can be viewed as a single spectrograph (stage C) preceded by a specialized 
premonochromator (stages A and B). In effect, stages A and B act as a tunable 
bandpass filter preceding an otherwise conventional single spectrograph. This 
combination achieves very low stray light (< lo-’*) and may be tuned over a 
wide range of wavelengths. 

Stages A and B comprise a tunable filter that is generally configured as a 
subtractive dispersion double monochromator. Stage A disperses the light onto 
an intermediate “slit” that blocks all but a certain wavelength range. Stage B 
is configured to recombine this range of wavelengths and focus them on the 
spectrograph entrance slit. The term “subtractive dispersion” stems from the 
opposing dispersion directions of stages A and B. Although no net disper- 
sion results after stage B, the device discriminates strongly against light that 
is outside the passband resulting from the intermediate slit. Figure 8.13 illus- 
trates triple spectrograph operation in simplified form. Slit 1 is the entrance slit 
for stage A, onto which the scattered light is imaged for wavelength analysis. 
Stage A disperses the light onto an intermediate slit S2, which is usually wide 
enough to transmit the entire wavelength range of interest. This range does not 
include the laser wavelength, however, so much of the elastic scatter is blocked 
at S2. Stage B recombines the light transmitted by S2 (so-called “subtractive 
dispersion”) to focus to a point at S3. Stage C then disperses this filtered 
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Figure 8.12. Schematic of a triple spectrograph, consisting of a subtractive dispersion double 
monochromator preceding a single spectrograph. Similar to Spex “Triplemate” or Dilor “X-Y .” 

Figure 8.13. Simplified diagram illustrating operation of a triple spectrograph. The light dispersed 
in stage A is recombined after passing through S2, but the laser light is blocked. The shaded 
region within each stage represents light dispersed (or recombined) by each grating. 

light onto the detector, just like the single spectrograph described earlier. 
S1 and S3 are usually the same width, and S2 is generally set to transmit 
a range of wavelengths equal to that dispersed on the detector. Stages A 
and B are mechanically synchronized, but the center of the passband may 
be adjusted by rotating the gratings. The passband position may usually be 
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varied independently of stage C, but obviously the passband and spectrograph 
coverage must overlap. 

As noted earlier, the outstanding stray light rejection and tunability of a 
triple spectrograph come at the cost of transmission. A triple has three gratings 
and seven to nine mirrors, each with a reflection loss and efficiency curve. 
Assuming SO per cent grating efficiency and 95 per cent mirror reflectivity. 
the transmission of a triple spectrograph is approximately 5 to 9 per cent. 
Compared to 30 to SO percent for single spectrographs, this decrease in trans- 
mission is significant. Even with its low transmission, however, a triple may 
be essential for observing low Raman shifts. The laser rejection filters required 
to use a single spectrograph rarely work effectively at Raman shifts below 50 
to 100 cm-' (Section 8.2.5), while triple spectrographs can maintain excel- 
lent stray light rejection down to <I0 cm-'. When such low Raman shifts 
are of interest, or when excitation wavelength tunability is important, a triple 
spectrograph may be the only acceptable option for use with multichannel 
detectors. 

8.2.4. Performance Comparisons 

It should be clear by now that a user or designer must choose from a wide array 
of possibilities when configuring a dispersive spectrograph. Choices of grating 
density, focal length, f /#, and the like affect resolution, Q, and T differently, 
and often one must compromise performance in one area for that in another. 
At least with current technology, no one spectrograph has superior simulta- 
neous performance in transmission, stray light, collection, and dispersion, so 
a spectrograph choice is usually dictated by which features are important to a 
particular mix of applications. 

It is instructive to consider several examples of spectrograph configurations 
to illustrate the strengths and weaknesses of various common designs. The 
instruments listed in Table 8.4 are generic but are similar to commercially 
available systems. Generally speaking, better stray light rejection leads to 
lower transmission and collection (a). Maximum flexibility requires compro- 
mises in throughput and a. As a broad generalization, single spectrographs 
with band rejections filters provide excellent sensitivity but limited flexibility 
in that they are less tunable (due to the filters) and have difficulty at very 
low Raman shifts. On the other hand, triple spectrographs are tunable and 
operate well down to Raman shifts of less than 10 cm-l, but are less sensi- 
tive and more complex. Figure 8.14 illustrates the excellent performance of a 
triple spectrograph for low Raman shifts, but the signal at 200 and 400 cmP1 
is substantially weaker than that from a single spectrograph under similar 
conditions. 
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Table 8.4. Performance Comparisons of Generic Dispersive Spectrographs 

Focal 
length Stray 

Configuration ,f/# (mm) T S2 (sr) Light Comments 

Single, Czerny- 
Turner 

Single + OD6 
BR filter 

Holographic + 
OD6 BR 
filter 

Double 

Triple 

4 2.50 0.4 0.049 - Efficient, limited tunability, 
limited performance at 
Raman shift t200 cm-I. 

4 250 0.3 0.049 - lo-" 

1.8 8.5 0.5 0.24 - lo-'' 

8 8.50 0.1 0.012 <lo-'' Limited flat field, tunable 
over wide range, good for 
low Raman shifts. 

good for low Raman 
shifts. 

6 600 t O . l  0.022 <lo-'* Tunable over wide range, 

I 

-100 0 100 200 300 400 500 

Raman Shift (cm-1) 

Figure 8.14. Spectrum of solid sulfur obtained with a single spectrograph and holographic laser 
rejection filter (upper) or a triple spectrograph (lower). 

8.2.5. Laser Rejection Filters 

As noted in Section 8.2.4, and Table 8.4, single spectrographs are efficient 
in terms of collection and transmission but rely on a laser rejection filter to 
decrease stray light from about lop5 to iO-" or less. In the vast majority 
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of real samples, laser rejection filters permit single grating spectrographs to 
yield acceptable stray light performance while retaining their high efficiency. 
One could argue that rejection filters were critical to enabling the major gains 
in sensitivity that resulted in “modern” Raman spectroscopy. For dispersive 
spectrometers, the three most common types are dielectric, holographic, and 
absorption filters. 

8.2.5.1 Dielectric Notch and Edge Filters 

The multilayer dielectric technology used for laser bandpass filters 
(Section 7.6.1) can also be used to construct rejection filters for use in Raman 
spectroscopy (7,8). By varying the thickness, order, and refractive index of 
dielectric coatings on a flat, transparent substrate, the manufacturer may 
produce a variety of optical transmission functions. For example, a notch filter 
has a relatively narrow (5  to 10 nm) spectral region with a high optical density, 
centered on the laser wavelength. This notch rejects (usually by reflection) 
a high fraction of the elastic laser scatter but transmits wavelengths a few 
nanometers different from the laser wavelength. The observed transmission 
of a dielectric notch filter is shown in Figure 8.15, for a filter intended for 
use with a 514.5 nm laser. The transmission at 514.5 is low by design and is 
usually expressed as optical density (OD), defined as the negative logarithm 
of the transmission. Commercial notch filters vary from OD 3 (0.1 per cent 
transmission) to OD 6, and there is usually a trade-off of OD with maximum 
off-laser transmission. The sharpness of the rise from high optical density to 
high transmission is important, since it determines the ability to observe low 
(t200 cm-’) Raman shift. For example, a Raman feature located 200 cm-’ 
on the Stokes side of 514.5 nm appears at 519.8 nm. In order to observe 
Raman scattering at 200 cm-’, the notch filter transmission must rise from 

to >lo-’ when the wavelength changes by only 5 nm. This rather 
stiff requirement generally limits low Raman shift performance for dielectric 
filters to approximately 100 cm-’. 

Figure 8.15 also shows that the transmission at wavelengths above the filter 
cut-on is not 100 per cent and usually exhibits oscillations from interfer- 
ence effects. Maximum transmission is usually above 50 per cent and the 
oscillations may be minimized with careful design. It is not uncommon to 
observe filter oscillations appearing as apparent background variation in the 
final spectrum, but such artifacts may be removed with the response calibra- 
tions discussed in Chapter 10. 

Dielectric filters may also be designed as edge$lters having a high optical 
density at the laser wavelength, then a relatively wide passband at longer 
wavelengths. These are really bandpass filters designed to cut-on rapidly at 
wavelengths longer than the laser. As an extreme example, it is possible to use 
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Figure 8.15. Transmission of dielectric notch filter fabricated for rejection of 488 nm (upper 
curve) or 514.5 nm (lower) light. 

a narrow bandpass filter to reject all wavelengths except a particular Raman 
feature. The detector would then “see” only light scattered over some narrow 
frequency range, say 900 to 1100 cm-’. This approach is used in a commer- 
cial Raman microscopy instrument but will be discussed in more detail in 
Chapter 11. 

8.2.5.2 Holographic Notch Filters 

The holographic technology discussed in sections on laser bandpass filters 
(7.6.2) and holographic gratings (8.2.1.4) was first applied to Raman spec- 
troscopy to build laser rejection filters (9- 12). Holographic notch filters are 
similar in qualitative behavior to dielectric notch filters but generally have 
superior performance in optical density, high off-laser transmission, and low 
Raman shift performance. Holographic notch filters may be purchased with 
several levels of optical density and rejection bandwidth. For example, the 
transmission curves for holographic filters with different cut-on slopes are 
shown in Figure 8.16. The sharper cut-on permits lower Raman shifts to be 
observed but also makes the filter more sensitive to the incidence angle of 
the light. Figure 8.17 shows a plot of optical density at the laser line as a 
function of filter angle relative to the optical axes. The maximum OD is rela- 
tively forgiving of incident angle over the range of about f l W ,  then falls off 
rapidly. However, the cut-on wavelength does depend on angle as shown in 
Figure 8.18. As the angle is increased, the laser is blocked less effectively, 
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Figure 8.16. Transmission curves for holographic notch filter (HNF) and holographic super notch 
filter (HSNF) for a 5143 nm laser. (Adapted from Reference 11, with permission.) 

but the lowest observable Raman shift also decreases. Although there is a 
trade-off of maximum laser rejection and minimum observable Raman shift, 
it is often possible to observe quite low Raman shifts with holographic filters. 
Figure 8.19 is the low-frequency region of naphthalene recorded with an angle- 
tuned holographic filter, demonstrating a Raman shift of 46 cm-' . In terms of 
wavelength, 46 cm-' is only 1.2 nm above the 514.5 nm exciting line. 

As was the case for dielectric filters, the performance parameters of interest 
for holographic rejection filters are maximum OD at the laser wavelength, 
minimum observable Raman shift, transmission at unrejected wavelengths, 
and the smoothness of the transmission curve above the cut-on wavelength. 
Although holographic filters are wavelength tunable over a limited range, it 
is nearly always necessary to purchase a different filter when the laser line 
is changed. Continuous laser tunability requires the use of a double or triple 
spectrometer, with accompanying complexity and reduction of transmission. 
Due to their attractive properties, holographic notch filters currently dominate 
Raman applications involving a single spectrograph. 
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Figure 8.17. Optical density at 514.5 nm of HNF filter designed for a 514.5 nm laser, as a 
function of the angle of the filter. (Adapted from Reference 11, with permission.) 

-200 0 200 
Raman shift, cm-' relative to 514.5 nm 

Figure 8.18. Effect of HNF angle on Raman spectrum of calcite. Increasing the angle shifts the 
rejection band to lower Raman shift but also decreases the optical density at the laser wavelength. 
(Adapted from Reference 11, with permission.) 
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Figure 8.19. Low Raman shift bands of naphthalene, obtained by angle tuning a HSNF filter. 
(Adapted from Reference 1 I ,  with permission.) 

8.2.5.3 Absorption Filters 

The classical “color filters” in their “long-pass’’ configuration can be used 
to block the laser and transmit Raman scattering, but their cut-on curves are 
generally too gradual, and much of the Raman spectrum below ca. 1000 cm-‘ 
is lost. However, if an absorption feature can be made sharp enough to avoid 
this problem, significant advantages result. An absorption filter is not angle 
sensitive, so it may be positioned in the uncollimated region of the optical 
system. The absorber thickness may be increased to achieve very high optical 
density at the laser wavelength if necessary. Since light absorption is usually 
an inherent property of the filter material, one cannot choose from a wide range 
of rejection wavelengths as is the case for dielectric and holographic filters. 

Organic liquids and solutions have been reported as laser absorption filters 
for ultraviolet (UV) Raman in the 280 to 360 nm region (13,14). Figure 8.20 
shows absorption spectra for several organic solutions, which permit long- 
pass operation between 290 and 350 nm. Figure 8.21 is a spectrum of CC14 
obtained with a 299 nm laser, with and without an absorption filter (14). In 
this case, a Raman shift of 218 cm-’ was observable, and transmission above 
800 cm-’ exceeded 30 per cent. Since the Raman spectral range is quite 
narrow in terms of nanometers in the UV, a 200 cm-’ shift corresponds to 
only a 1.8 nm displacement from 299 nm. 
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Figure 8.20. Optical density curves for various mixtures of organic liquids. From left to right: 
1,2-dichIorobenzene/heptane; 1,2,4-trichlorobenzene/heptane; potassium hydrogen phthalate in 
water; hydroquinone/ethanol, and 2-naphthol/hexanol. (Adapted from Reference 14 with permis- 
sion.) 

Gas-phase absorbers such as iodine and mercury have very narrow absorp- 
tion features that may be used to block scattered laser light if their absorptions 
coincide with the laser wavelength (15-17). For example, mercury vapor in 
a buffer gas at 760 torr, and room temperature has an absorption at 253.7 nm 
with a bandwidth of about 1 cm-’ (16). A 1 to 5 cm path length gas cell 
preceding the spectrograph provides strong attenuation at 253.7 nm, with an 
optical density above 5. Similarly, iodine vapor absorbs 514.5 nm (15) and 
Rb vapor absorbs 794.8 nm (17). Gaseous absorption filters have been demon- 
strated as effective laser rejection filters, and in one case it was possible to 
obtain a Raman spectrum using a very weak Hg pen lamp as a source (16). 
For the 1 2  filter, features within a few reciprocal centimeters of the exciting 
line were observable, with minimal laser interference. A problem with gaseous 
absorption filters is they can be “too narrow.” The laser source has weak emis- 
sion off-resonance due to pressure broadening of plasma emission that passes 
through the laser’s bandpass filter. These weak “wings” may lie outside the 
narrow absorption band of the rejection filter. In effect, the maximum atten- 
uation of laser light by the rejection filter is determined by these linewidth 
effects rather than the peak absorbance (16). 

In summary, vapor-phase absorption filters can be very effective when they 
coincide with an available laser wavelength but are very restricted in tunability. 
They can be useful for special cases, such as a need to observe scattering at 
very low Raman shift. 

A third type of absorption filter useful for laser rejection is based on a semi- 
conductor with a band gap slightly lower in energy than the laser photons (1 8). 
Scattered laser photons are strongly absorbed by the semiconductor, while 
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Figure 8.21. Performance of organic liquid filter for the Raman scattering of 288 nm light by 
CC14. (A) No filter. (B) With 10 per cent (vlv) 1,2,3-tnchlorobenzene/heptane filter between 
sample and entrance slit. (Adapted from Reference 14 with permission.) 

those at slightly longer wavelengths are transmitted. For example, cadmium 
telluride has a band gap of 1.4 eV, or 868 nm in terms of wavelength. CdTe 
transmits (>50 per cent) photons with wavelengths longer than 868 nm, while 
it strongly absorbs shorter wavelengths. Detailed absorption measurements are 
not readily available, but a 2 mm-thick crystal of CdTe has an OD above 4 
for h < 840 nm. Very high optical densities are achievable, since the CdTe 
thickness may be increased. Figure 8.22 shows CC14 and naphthalene spectra 
obtained with 841.3 nm excitation and a CdTe rejection filter. Note that Raman 
shifts as low as 74 cm-' were observable (19). Cadmium sulfide has been 
used to attenuate 514.5 nm light (20) although its band gap is smaller than 
optimum, and Raman shifts below about 500 cm-' are attenuated. 

Semiconductor absorption filters are solid state, convenient, and have high 
optical densities but do require a match of material and laser wavelength. They 
can be quite useful with tunable lasers, as the laser wavelength may be adjusted 
to just above the band gap (19). The limited choice of suitable semiconductor 
materials currently restricts their use to a few laser wavelengths. 
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Figure 8.22. Spectra of CCl4 and naphthalene obtained with a CdTe semiconductor filter and a 
Ti-sapphire laser tuned to 841.3 nm. (Adapted from Reference 19 with permission.) 

8.3. DETECTOR CONSIDERATIONS 

With the generally very small signals from Raman scattering, a sensitive and 
low-noise detector is of obvious importance. Not only is it important to have 
a high quantum efficiency (photoelectrons generated per Raman photon), but 
the dark signal must be minimized so the Raman features are not buried in 
dark noise. The requirement for low dark signal (and accompanying noise) 
leads to some constraints on detectors that are fundamental in origin. As the 
laser and Raman-shifted wavelengths extend deeper into the red (in order to 
reduce fluorescence), the energy of the photons decreases. A detector that is 
sensitive to those low-energy photons is also prone to thermally generated 
dark signal. The small energy required for “detection” means that random 
thermal fluctuations in the detector are sufficient to generate a “photoelectron.” 
Generally speaking, the longer the wavelength to be detected, the colder the 
operating temperature of the detector, and the higher its dark signal. 

Another fundamental detector issue that has been mentioned in several 
contexts previously is the number of simultaneous acquisition channels. We 
noted in Chapter 4 that the multichannel advantage can greatly increase 
signalhoke ratio (SNR) for a given acquisition time or greatly reduce 
acquisition time to achieve a given SNR (Section 4.3.1). However, as the 
number of channels increases, the size of each detector element must decrease 
to avoid a detector of unreasonable size. Even if a large multichannel detector 
could be made, the fa t  field of most dispersive spectrographs would limit the 
useful area. 
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It should also be noted at this point that a multichannel detector can have 
multiple detector elements along two axes, one parallel to the direction of 
wavelength dispersion, and one perpendicular. The latter is parallel to the 
entrance slit in most dispersive instruments. For example, a CCD may have 
1024 pixels along the wavelength axis and 256 along the vertical axis, for a 
total of 262,144 independent elements. This second dimension of the detector 
may be used in a variety of applications involving Raman imaging, multiple 
detection tracks, or echelle spectrometers. 

The list below defines most of the detector properties important to Raman 
applications, particularly for dispersive spectrometers. Specifications of partic- 
ular devices will be discussed in subsequent sections. More specific definitions 
are provided for CCD detectors in Section 8.5.2. 

1. Quantum Eflciency, Q. Probability that a photon striking the detector 
generates an electronically measurable signal, usually a photoelectron. 
Units are photoelectrons/photon, often stated as a percentage. 

2. Response Curve or Quantum Eflciency Curve. Variation of Q with wave- 
length, or, alternatively, with Raman shift. 

3.  Photosensitive Area. Active area of photodetector, usually in centime- 
ters squared. In cases where the detector area limits light collection, this 
area will determine the An defined in Section 3.2. 

4. Number of Channels, Nc.  For CCD systems, N c  is usually the number 
of pixels (short for “picture elements”) along the wavelength axis. N c  
is not necessarily equal to the number of resolution elements ( N R )  
discussed in Chapters 3 and 4. 

5. Dark Signal. The average generation rate of electrons when the detector 
is not exposed to light, equal to & as defined in Section 4.2. Usually 
in electrons/second but can also refer to total electrons collected over a 
given integration time. 

6. Dark Noise. Not the same as dark signal but is defined rigorously as 
the standard deviation of the signal obtained with the laser off. 

7. Readout Noise. As defined in Section 4.2.5, readout noise is the standard 
deviation of sequential measurements of a constant number of electrons. 
Readout noise is generally determined by successive readouts of a dark 
detector with very short integration time. 

8.4. SINGLE-CHANNEL DETECTORS 

8.4.1. Photomultiplier Tubes (PMTs) 

Given the weakness of Raman scattering, a significant advance in technology 
occurred with the introduction of photon counting detection in the 1960s. 
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Photon counting PMTs dominated Raman spectroscopy detection until about 
1985, but their use decreased sharply after the introduction of CCDs. A brief 
review of PMTs is provided here, partly as background for their modern single- 
channel analog, the avalanche photodiode. 

Photon counting PMTs are constructed to have high enough sensitivity to 
detect single photons but also low enough dark noise to avoid overwhelming 
the signal of interest. The photon strikes a photocathode, which is a metal 
surface with a low work function for photoelectron generation. Assuming the 
energy of the photon exceeds this work function, a photoelectron is ejected 
from the metal surface with a probability equal to Q. The ejected electron 
is then accelerated and amplified as in a conventional PMT, until a pulse of 
several thousand electrons strikes the anode (Fig. 8.23). This pulse is then 
detected by a pulse height discriminator, set to recognize pulses with a height 
expected for an amplified photoelectron. This discriminator allows rejection 
of spurious electrons or other electronic noise (22). 

The rate of detected pulses equals the rate of photons striking the photo- 
cathode times Q. In other words, Q is the fraction of photons that ejects 
photoelectrons and results in an output pulse. The dark signal results from 
thermal ejection of electrons from the photocathode. Since Raman spectrom- 
eters often operate in the red and near infrared wavelength regions, the work 
function of the photocathode surface must be quite low. This small work func- 
tion makes it difficult to prevent dark electron generation. Photon counting 

glass envelope 

photocathode 
(-2000 volts) 

time amplifier and pulse 
height discriminator 

Figure 8.23. Schematic of photon counting photomultiplier tube with detection electronics. A 
high-voltage power supply holds the photocathode potential at about -2000 V, and the decreasing 
dynode voltages are provided by a resistor ladder. 
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Maximum Q 
Response Range 
Photosensitive area 
Dark signal 
Maximum count rate 

PMTs are usually cooled to approximately -2o"C, and the high quality of the 
photocathode adds significantly to the cost. Low dark signal PMTs are often 
selected from a given batch for use in Raman spectrometers. The PMTs used 
in the scanning Raman spectrometers of the mid-1980s had dark signals of less 
than 10 e-/sec, and a tube with a level of 1 e-/sec was truly exceptional. A 
practical problem with such sensitive PMTs is their susceptibility to damage 
by high light levels. Exposure to scattered laser light or room lights with 
the PMT active can permanently damage a detector costing several thousand 
dollars. 

An often unappreciated advantage of a PMT is its large photosensitive area, 
about 2 x 8 mm. With a proper optical design, this large area can translate into 
a high An at the sample or an overall high A ~ f l  (14). Although the smaller 
area of a CCD pixel is more than compensated by the multichannel advantage, 
this area difference does decrease the expected advantage based solely on an 
NL'2 prediction [as in Eq. (4.18)]. 

Table 8.5 lists some characteristics of the most popular photon counting 
PMT used for Raman, the RCA 31034 (now manufactured by Burle Indus- 
tries). As noted above, PMTs have been largely superseded by semiconductor 
devices, and low-noise, red-sensitive PMTs are becoming difficult to locate. 

Photon Counting PMT" Avalanche Photodiode 

25% 90% 
185-930 nm t300-1050 nm 
3 x l S m m  5-20 mm diameter 

< l0lsec t2SIsec 
> 105/sec > IO'Isec 

8.4.2. Avalanche Photodiodes 

Avalanche photodiodes (APDs) are recently developed detectors that show 
promise for Raman spectroscopy in both single and multichannel formats. 
An APD is a highly modified photosensitive diode that has internal gain 
like a PMT. Light striking a photodiode generates an electronhole pair in 
a small silicon substrate. If there are enough photoelectrons, the resulting 
current may be amplified and read as a signal proportional to the incoming 
photon flux. However, since an incident photon generates at most one photo- 
electron, photon counting as practiced in many Raman applications requires 
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detection of single electrons by the associated circuitry. Measurement of such 
small currents entails substantial noise, and the noise floor for conventional 
photodiodes prevents photon counting. 

A PMT addresses this problem by amplifying a single photoelectron by a 
large factor (lo4 to lo6) by the dynode chain (Fig. 8.23). These large groups 
of electrons are easily counted after detection by a pulse height discriminator. 
Similarly, an APD amplifies the photoelectron before detection. Additional 
layers of semiconductor are applied under the photosensitive layer and biased 
at a high voltage (1000 to 3000 V). Once the photoelectron is generated, it is 
accelerated by the high voltage and generates secondary electrons by impact 
ionization. The resulting “avalanche” of electrons yields a gain of a factor of 
50 to 350, meaning that each photoelectron generates 50 to 350 secondary 
electrons. 

APDs are physically much smaller than PMTs and are more rugged due 
to their solid-state construction. Their quantum efficiency is determined by 
the photosensitive silicon layer and is often above 80 per cent from 400 to 
950 nm. Modem APDs have sufficiently large photosensitive area (5 to 20 mm 
diameter) to be attractive to Raman applications. The current shortcoming 
of APDs is their relatively high dark signal from thermally generated (then 
amplified) electrons. This dark signal and associated noise is much lower than 
conventional photodiodes, but still larger than photon counting PMTs. Some 
specifications for APDs are compared to those for PMTs in Table 8.6. Cooling 
and device selection permit APDs to approach photon counting performance, 
and future developments may further decrease dark signal. Currently available 
APDs provide a compact and less expensive alternative to the PMT, with 
wider spectral range and quantum efficiency (23). They are likely to find 
useful applications in single-channel spectrometers where size and cost are 
important. Two-dimensional arrays of APDs have been reported for nuclear 
radiation detection and may be adapted to visible light applications (24). 

8.5. MULTICHANNEL DETECTORS AND CCDS 

Early multichannel detectors for Raman were based on diode array or vidicon 
technology derived in part from the television industry. Vidicons are some- 
times considered “first-generation’’ array detectors and provided the first multi- 
channel advantage and accompanying increase in signal and SNR. These detec- 
tors were fairly quickly superceded by “second-generation’’ systems based on 
the intensified photodiode array (IPDA), also known as an intensified linear 
diode array. Unintensified diode arrays are in wide use in rapid scanning 
spectrophotometers and are rugged and inexpensive. A popular format is a 
1024-pixel array of 3 mm x 24 pm elements, in a 3 x 25 mm stripe. Such 
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Table 8.6. Some Representative CCDs Used in Raman Spectroscopy 

Maximum Dark Current 
Format Pixel Size (pm) Quantum efficiency (e-/pixel/sec) 

EEV 15-11 2.56 x 1024 27 x 27 0.45 (F1)a < 0.002 ( L N ) ~  
0.92 (BI)a < 0.02 ( T E ) ~  

ISA “MRC” 2000 x 800 15 x 15 0.45 (FI) < O.OOl(LN2) 
0.88 (BI) < 0.01 (TE) 

0.88 (BI) 
IS ANTE 512 x 512 24 x 24 0.45 (FI) < 0.001 (LNz) 

0.75 (BI-UV) < 0.2 (TE) 

“FI = front illuminated; BI =back illuminated; BI-UV = back illuminated, UV enhanced. 
’LN2 = liquid nitrogen cooling; TE = thermoelectric cooling. 

arrays are fast and reasonably sensitive but are unsuitable for Raman due 
to high readout noise (1000 to 3000 e-). Addition of an intensifier ampli- 
fies Raman photons by a factor of approximately 3000, such that the Raman 
signal exceeds the readout noise. IPDAs were popular for Raman spectroscopy 
before CCDs were developed and have the advantage of providing 1024 (or 
more) simultaneous channels that can be gated in time by the intensifier (4,25). 
However, IPDA dark signal is high compared to CCDs, and the intensifier 
is subject to easy (and expensive) damage by overexposure to laser or room 
light. Furthermore, existing intensifiers have relatively low quantum efficiency 
compared to CCDs, which rarely extend into the NIR region. The attractive 
performance of CCDs established them as “third-generation” multichannel 
detectors, and CCDs have replaced nearly all other detector configurations in 
dispersive Raman spectrometers used for chemical analysis. 

8.5.1. CCD Basics 

Charge-coupled devices are based on storage and manipulation of electrons 
and holes in a photosensitive semiconductor, usually silicon. Their construc- 
tion and characteristics are described in other sources in detail (26-29), but 
their properties relevant to Raman are reviewed here. The basic event of impor- 
tance to photodetection is generation of an electronhole pair in silicon by a 
photon of sufficient energy. The incident photon energy must exceed the band 
gap of silicon at 1100 nm, and photons of longer wavelength (lower energy) 
merely pass through the silicon. Photons in the 200 to 1 100 nm range generate 
photoelectrons in the silicon with a probability that varies with wavelength and 
ultimately determines the quantum efficiency curve. There are other factors 
that contribute to this curve, but an example is shown in Figure 8.24. Recall 
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that Q is the probability of generating a photoelectron from a photon, some- 
times expressed as a percentage. Also shown in Figure 8.24 are the Raman 
shift ranges for several common laser wavelengths. 

A circuit pattern is deposited on the silicon surface during CCD construc- 
tion, which consists of an array of metal pads held at positive potential. Each 
pad forms a potential well that attracts photoelectrons and holds them in the 
region of positive potential, shown in Figure 8.25. These potential wells can 
store approximately lo4 to lo6 photons before their “full well capacity” is 
exceeded. So the potential well acts as an integrative detector that patiently 
collects and holds photoelectrons generated by incoming photons. Since the 
potential wells form an array across two dimensions of the silicon, each 
column of potential wells corresponds to a different wavelength. A two- 
dimensional CCD positioned at the focal plane of a dispersive spectrometer is 
depicted in Figure 8.26, based on the configuration of Figure 8.3. The squares 
in Figure 8.26 represent the photosensitive areas, which are partially covered 
by the circuit mask. In the example shown, the slit image for a particular 
wavelength (or Raman shift) covers a little more than one column of elements 
(pixels). The pixels in this column detect the same wavelength (or Raman 
shift), but the detected wavelength increases as one moves along the X axis. 
It is often the case that the vertical pixels are added together during readout, 
resulting in a larger signal. The end result is a detector with a large number 
(256 to 2000) of tall, narrow pixels, each of which corresponds to a different 
wavelength or Raman shift value. These combinations of pixels are often 
referred to as superpixels. 

If the CCD is permitted to integrate the incident photons for a while, it 
will accumulate photoelectrons in its array of potential wells that corresponds 
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Figure 8.24. Typical of Q vs. A. curve for a front-illuminated silicon CCD, with Raman shift 
ranges (0 to 3000 cm-I) for several common lasers. 



186 DISPERSIVE RAMAN SPECTROMETERS 

Front Illuminated: 
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’/ circuit mask 
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Figure 8.25. Schematic of front-illuminated and back-illuminated CCD construction. hi and e- 
indicate holes and electrons, respectively. 

Figure 8.26. An example of the orientation of a CCD at the focal plane of a spectrograph, 
showing the images of the entrance slit for incident light of three wavelengths. 

to particular Raman shifts. After this integration period, the CCD is “read 
out” electronically and the electrons accumulated in each potential well are 
converted to a digital value for storage in a computer. This process involves 
variation of the potentials on the metal pads so the potential wells are sequen- 
tially “shifted” to the edge of the photoactive area. Each bundle of stored 
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electrons is amplified and digitized by an analog-to-digital converter, and the 
result is a digital value related to the number of stored electrons. The gain 
of a CCD is the number of stored electrons required to yield one digital 
unit, often stated as electrons per count (e-/count). Since each pixel loca- 
tion is rigidly related to a wavelength, the spectrum may be reconstructed 
as a plot of the number of stored electrons vs. the position on the CCD. By 
various means discussed in Chapter 10, the CCD position may be calibrated 
in terms of Raman shift, and the resulting spectrum is a plot of electrons vs. 
Raman shift. Since the basic measurement involves counting photoelectrons, 
the intensity axis, and most of the signal expressions [e.g., Eq. (3.6)] have 
units of “electrons.” 

8.5.2. CCD Definitions 

Several terms of importance to Raman applications will be defined in this 
section. The list is not intended to be comprehensive. 

8.5.2.1 CCD Format 

A basic specification of CCDs is the number and size of pixels in the two- 
dimensional photoactive area. A common format is 256 x 1024 square pixels 
that are 25 pm on each side, for an overall area of 6.4 x 25.6 mm. Several 
formats are listed in Table 8.6. 

8.5.2.2 Gain 

As noted earlier, the stored electrons in each potential well are converted to a 
digital value by an analog-to-digital (A/D) converter, with the gain, y ,  usually 
stated as ec/count or electrons per analog to digital unit (e-/ADU): 

(8.12) 

(analog-to-digital units); where S’ designates the observed CCD signal in terms 
of ADU. There is little point in having a gain of less than 1 e-/count, and 
the gain is usually in the range of 1 to 16 e-/count. Note that gain refers to 
photoelectrons, not photons, so 

yS’ (counts) 

Q 
S(photons) = (8.13) 

where Q must be known to assess the number of photons required to generate 
a “count.” For example, a gain of 4 e-/count and a Q of 0.40 e-/photon yields 
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an overall response of 10 photons/count, or 10 photons/ADU. The gain may be 
determined by observing a broadband source (e.g., a tungsten bulb) to determine 
the signal and its standard deviation. The gain in e-/count equals the average 
signal (in counts) divided by the square of the observed standard deviation (also 
in counts), with both measured in a flat region of the broadband spectrum. This 
simple relation is valid when shot noise is the dominant noise source. 

8.5.2.3 Dark Current 

At any temperature above 0°C there will be spontaneous generation of elec- 
trodhole pairs that is unrelated to incident light intensity. In addition, defects in 
the silicon may be sources of electrons and contribute “dark” electrons. Both 
of these processes are exponentially dependent on temperature, and CCDs 
must be actively cooled to reduce dark current to acceptable levels. The dark 
current is usually expressed as e- pixel-’ s-l (electrons per pixel per second) 
and depends both on the specific device and the temperature. A few examples 
are listed in Table 8.6. As an approximate rule of thumb, the dark current 
doubles for each 5°C increase in temperature. 

It should be noted that dark current is one of the factors that significantly 
affects CCD cost. Inexpensive CCDs used in video cameras and such have 
high dark current due to relatively numerous defects and uncooled operation. 
The dark current provides a “noise floor” that limits the use of such CCDs 
for the very low light level applications encountered in Raman spectroscopy. 
“Scientific grade” CCDs are much lower in defect concentration and are often 
physically larger than video CCDs. Making large pieces of defect free single- 
crystal silicon is expensive, and this requirement is the main reason why CCD 
devices for Raman spectroscopy cost several thousand dollars for the chip 
alone, while a consumer video camera CCD costs less than $100. 

8.5.2.4 Bias 

When a packet of electrons is “read out”, the amplifiers usually introduce 
an offset which appears as a constant value independent of the number of 
electrons. This bias is constant for a given pixel, but may vary across the 
CCD. A bias vs pixel curve is usually obtained by reading out the CCD 
following a very short (near zero) dark integration, then stored. This bias is 
usually subtracted from each spectrum immediately after it is acquired. It is 
often quite large, but nearly noiseless, so it can be subtracted but not ignored. 

8.5.2.5 Readout Noise 

As discussed in Section 4.2.5, the act of reading out the packet of electrons 
(digitizing is probably a better term) incurs some noise, sometimes called 
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quantization noise. For successive readouts of exactly the same number of 
photons, there will be some variation in the resulting digital value. This readout 
noise is generally independent of the number of electrons being counted and is 
usually a few electrons for scientific grade CCDs. It is only a significant factor 
when the number of electrons being counted is very small and approaches the 
magnitude of the readout noise itself. For nearly all Raman applications, the 
signal is at least several hundred electrons, and readout noise is negligible. The 
readout noise (in electrons) is often determined as the standard deviation of 
the difference between two short exposure dark integrations, divided by 2lI2. 

8.5.2.6 Full Well Capacity 

As noted earlier, there is a limit to the number of electrons that can be stored 
in a given potential well, generally lo4 to lo6 electrons. After this limit, 
additional photoelectrons will spill over into adjacent potential wells, a process 
known as blooming. The full well capacity is generally equal to the maximum 
signal that can be digitized and defines the upper signal limit for a given 
pixel. Full well capacity can be a significant limitation when pixels are added 
together before readout (binning, defined below). 

8.5.2.7 Dynamic Range 

The effective range of intensities observable with a given CCD pixel is effec- 
tively defined by the ratio of the full well capacity to the readout noise. For 
example, if a full well capacity of 250,000 e- is digitized with an 18-bit 
A/D converter, the gain is approximately 1 e-/ADU, since 218 = 262,144. If 
the readout noise is 4 e-, then the minimum useful signal is roughly 4 to 
8 e-. The best-case dynamic range is the ratio of the maximum to minimum 
signals, or 250,000/4 = 63,000. This range can also be stated as a power of 
2, in this case “16 bits.” For comparison, an inexpensive video CCD might 
have a dynamic range of 8 bits (256) due to its larger dark and readout noise. 

8.5.2.8 Binning 

Since the Raman-scattered photons of a particular frequency are often spread 
over some or all of a CCD column, it is often desirable to add the signals 
from each pixel in the column. Binning refers to the addition of electrons in 
two or more pixels during or after readout. In hardware binning, the electrons 
are collected in one potential well before the combined electrons are digitized. 
This might be advisable with weak signals in order to increase the total signal 
to a value much larger than the readout noise. In software binning each pixel is 
read out individually, then the resulting digital values are added numerically. If 
the number of electrons in each pixel greatly exceeds readout noise, hardware 
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and software binning yield the same signal and SNR. However, hardware 
binning can easily exceed the full well capacity of the readout register if 
a large number of pixels are summed. In both spectroscopic and imaging 
applications, it is often possible to bin pixels along either (or both) the X and 
Y axes of the CCD. 

8.5.2.9 Front-Illuminated CCDs 

The most common configuration of CCDs used in Raman spectroscopy is that 
shown in the upper drawing in Figure 8.25. Thefront of the CCD refers to the 
side of the silicon wafer containing the circuit mask, and a CCD collecting 
photons incident on this side is front illuminated. The circuit mask covers 
approximately half of the silicon area, and the circuits themselves are not 
photoactive, so the silicon is exposed to about half of the incident photons 
and the maximum possible Q is about 50 per cent. A typical Q vs. h curve for 
a front-illuminated CCD is shown in Figure 8.27, with a maximum Q of 43 per 
cent at 770 nm. Front-illuminated CCDs are the most common because they are 
the most rugged and least expensive. Since a low defect, scientific-grade CCD 
is difficult to make at all, any further processing steps add to their expense. 

8.5.2.10 Back-Illuminated CCDs 

A front-illuminated CCD may be back thinned by ion etching on the side of 
the silicon wafer opposite the circuit mask. If the silicon is thin enough after 
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Figure 8.27. Quantum efficiency curves for several CCD types. (Adapted from Horiba/ISA 
product literature.) 
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etching (- 15 pm), electrons generated by back illumination may migrate to 
the potential wells on the circuit side and be stored as before. As shown in 
Figure 8.25, photons enter the CCD from the “back,” and there is no obstruc- 
tion by the circuit mask. The maximum quantum efficiency may be quite high 
as a result, in the range of 80 to 95 per cent. Furthermore, the processing 
required to fabricate the circuit results in layers that absorb UV photons, thus 
constraining the front-illuminated CCD to detecting wavelengths longer than 
about 400 nm. Back-illuminated CCDs do not have this restriction, and quite 
high Q is maintained well into the 200 to 400 nm range. Figure 8.27 compares 
Q vs. h curves for front- and back-illuminated CCDs. Back-illuminated CCDs 
often have an antireflection (AR) coating on their photosensitive surface to 
further improve Q by reducing reflection. The term buck-illuminated AR coated 
refers to the most sensitive CCD designs. 

Unfortunately, back thinning adds significant expense to already costly 
devices, and the thin CCD that results is quite fragile. Back-thinned CCDs 
often cost twice as much as their front-illuminated precursors. In addition, 
the thin layer of silicon can cause interference effects that appear as gain 
oscillations, shown in Figure 8.28. These gain oscillations are known as 
etaloning and generally occur in back-thinned CCDs at longer wavelengths 
(e.g., >700 nm). Some CCD manufacturers have managed to reduce the effect, 
but the user should verify the absence of etaloning for a given CCD at the 
time of purchase. 

I 
I I I 

600 800 1000 
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Figure 8.28. Response curve for a back-illuminated CCD on an f /4 spectrograph. Response 
oscillations above 700 nm are caused by “etaloning.” 
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8.5.2.11 Deep Depletion CCDs 

Deep depletion refers to controlled doping of the silicon to enhance long wave- 
length response, usually applied to front-illuminated CCDs. A Q vs. h curve 
for a deep depletion CCD is compared to a conventional front-illuminated 
response in Figure 8.29. Although deep depletion CCDs cost approximately 
the same as the conventional front-illuminated CCDs, they have higher dark 
current and generally must be cooled to lower temperatures. 

8.5.2.12 Multipinned Phase Operation 

Multipinned phase (MPP) is an electronic technique that significantly reduces 
the dark current, with some cost in the full well capacity. MPP devices exhibit 
dark currents that are 1 to 2 orders of magnitude lower than similar non-MPP 
CCDs at the same temperature. Conversely, an MPP CCD may be operated at 
higher temperature and exhibit as low a dark current as a much cooler non- 
MPP device. This feature is attractive when the user wants to avoid liquid 
nitrogen cooling. MPP CCDs cooled by an air-cooled thermoelectric cooler 
can easily exhibit dark currents in the region of 1 e-/pixel/sec. 

8.5.2.13 Cosmetic Qua& 

Cosmetic defects refer to imperfections in the silicon layer or circuit mask of 
the CCD that cause variations in response at certain positions on the CCD 
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Figure 8.29. Quantum efficiency curves for conventional, deep depletion, and UV-enhanced 
front-illuminated CCDs. (Adapted from HoribdISA product literature.) 
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photoactive area. Dead pixels are completely nonresponsive, while hot pixels 
are close to saturation even without incoming light. A dead column is an entire 
column of pixels that is unresponsive or exhibits much lower gain than adjacent 
columns. Charge traps prevent electrons from reaching the readout registers. 
Depending on number and size, a few cosmetic effects are often tolerable, 
and for the more exotic or larger CCD designs they might be unavoidable. 
Scientific CCDs are often graded according to the number and type of defects, 
and a user may specify cosmetic quality at the time of purchase. CCD manu- 
facturing techniques have improved rapidly, and many CCDs are available 
free from defects, but generally at a premium in cost. 

8.5.2.14 Cosmics 

Silicon detectors, including CCDs, are quite sensitive to high-energy radiation 
from local or extraterrestrial sources. So-called cosmics can in fact be cosmic 
rays but may also be background high-energy radiation from the lab or the 
CCD housing. Such events are generally infrequent but have sufficient energy 
to generate many electrons in the Si substrate that are stored and analyzed 
as if they were photoelectrons from Raman scattering. The result is a large 
signal in one or a few pixels, which appears as a spike in the spectrum. A 
typical rate for such events is roughly l/min-’ cm-2 of silicon, but this value 
may increase wildly if radioisotopes or their residues are nearby. As noted 
in Section 8.5.3.4, cosmics or noise spikes can be rigorously removed from 
Raman spectra without loss of spectral information provided their density is 
not too high. 

8.5.3. CCD Signal Processing 

After a Raman spectrum is collected as a distribution of photoelectrons across 
the CCD face, then digitized to obtain a digital array of points, several math- 
ematical manipulations are generally applied to correct for bias, dark signal, 
and Q variations on the CCD. Such processes may be included in the detector 
software or the acquisition program, but the user should be aware of their 
effects on observed spectra. 

8.5.3.1 CCD Output Signal 

The signal following CCD readout will be in digital units (often called counts), 
proportional to the number of photoelectrons according to Eq. (8.12). This 
signal consists of contributions from Raman scattering, dark signal and CCD 
bias, as in 

ys’(i) = s(i) + sdark(i)  + sbias( i>  (8.14) 
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where S’(i) is the digitized signal of the ith CCD element, y is the gain in 
e-/ADU, S(i) is the number of photoelectrons resulting from incident light 
described in Chapter 3, Sdark  is the number of dark electrons in each pixel, and 
Shias  ( i )  is the bias for each element; &ark and S are dependent on integration 
time, so Eq. (8.14) can be restated as: 

with S and Sdark having units of electrons per second (e-/sec). As noted in 
Section 8.5.2.8, pixels are often binned before readout, so the ith element may 
contain the electrons from several pixels. A common case is binning of the 
pixels along the slit axis, resulting in a superpixel with dimensions equal to 
1 real pixel wide by 256 (or more) high. For a 1024 wide x 256 high CCD 
binned in this fashion, there would be 1024 elements, and 1024 digital values 
in the S’(i) array. 

8.5.3.2 Removing CCD Bias and Dark Signal 

The term Sbias (i) is not time dependent since it results from the process of 
amplifying and digitizing the electrons in the CCD potential wells. It may 
vary across the CCD, however, so it must be recorded and subtracted from 
the observed signal. Usually is recorded for a CCD integration time of 
0 sec and stored for mathematical subtraction. The Sbias (i) term should be 
recorded again if the binning parameters or CCD gain are altered, but need 
not be updated following changes in integration time. Acquisition of &,as is 
often automatically included in the CCD software. 

The Sdark term increases linearly with time and can contribute to the observed 
signal unless the CCD is very cold and Sdark approaches zero. A common 
procedure is acquisition of a signal with the CCD shutter closed, for the same 
integration time as that used to observe Raman scattering. Strictly speaking, 
the dark spectrum should be obtained identically to the Raman spectrum, but 
with the laser off. This procedure will correct for contributions from ambient 
light, but such sources should be absent in a well-designed experiment. The dark 
spectrum, consisting of Sdark  (i) t may be stored for later subtraction from S’(i). 
It is common practice to obtain S&,,-k and Shias  simultaneously, by obtaining 
a dark spectrum with the same integration time as the Raman spectrum, then 
subtracting both from the observed Raman signal. 

Although these corrections are easily implemented, they carry some conse- 
quences with respect to noise and SNR. Each CCD acquisition has readout 
noise, so two successive readouts will not be identical. Figure 8.30A and 8.30B 
are successive uncorrected CCD readouts with short integration time so the 
dark signal is negligible. Curve B is offset for clarity by - 100 ADU. The bias 
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Figure 8.30. A and B are successive readouts of 10 msec dark exposures of a front-illuminated 
CCD. B is displaced downward by 100 units for clarity. C is the difference between A and B. 

accounts for about 1200 ADU for both curves, but readout noise causes differ- 
ences between the two curves. These differences are obvious when the two 
bias spectra are subtracted to yield curve C. The standard deviation of curve C 
is equal to 2/2 times the readout noise, a,. In most cases, S ( i )  is much larger 
than or, so readout noise may be neglected. For very weak signals, however, 
the readout noise may contribute significantly, and degrade the SNR. In this 
case, the integration time should be increased so S ( i )  greatly exceeds a,. 
Alternatively, more CCD pixels may be binned to boost S ( i )  relative to a,. 

Figure 8.31 illustrates dark signal €or two integration times. Curve A is a 
bias spectrum obtained with negligible (10 msec) integration time, while curve 
B is a dark integration (laser off) of 60 sec. The approximately 100 ADU 
increase over the bias spectrum is from dark electrons generated randomly 
during the 60 sec integration. Curve C is a 180 sec dark spectrum, with the 
expected three fold increase above the bias, but two additional features are 
observable. First, the noise is larger, as it should be for shot noise. In fact, 
the dark noise (as opposed to dark signal) is l / r  larger for 180 sec than for 
60 sec. Second, the sharp spikes are cosmics that happened to arrive during 
the 3 min integration period. Such spikes are by nature unpredictable but can 
be removed with the procedure described in Section 8.5.3.4. 

Figure 8.32 illustrates the exponential increase in dark signal with CCD 
temperature. Each curve is a raw spectrum obtained from a 60 sec dark inte- 
gration, but the CCD temperature was varied from -90 to -58°C. The barely 
visible bottom curve (-90°C) is the same as curve B of Figure 8.31. The 
dark signal increases about a factor of 10 for each 14°C increase in temper- 
ature for this particular device. Notice that the number of cosmics does not 
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Figure 8.31. Dark spectra from a CCD for 10 msec (A), 60 sec (B), and 180 sec (C) integrations, 
without bias correction. A is the bias spectrum, while B and C show additional signal due to 
thermally generated electrons. As explained in the text, the spikes on curve C result from cosmics. 

vary with temperature (nor should it), but both dark level and dark noise 
are strongly temperature dependent. Although Figure 8.32 indicates that dark 
signal is always lower at lower temperature, it is not necessarily desirable to 
run an experiment at the lowest possible temperature. A fairly minor problem 
with low temperature is a decrease in the charge-transfer efficiency of the 
CCD. As electrons are shifted along the series of potential wells, a few are 
lost, and this loss is larger at lower temperatures. A more serious consequence 
of low temperature is illustrated in Figure 8.33, which shows the temperature 
dependence of the quantum efficiency, Q. The Q for a front-illuminated silicon 
CCD was divided by the Q at 2YC, then plotted versus wavelength. Notice 
that the Q for longer wavelengths decreases at lower temperatures by as much 
as 60 per cent at 1000 nm. At long wavelengths (e.g., a Raman experiment 
with a 785 nm laser), the user faces a trade-off of dark signal and Q, and the 
temperature should be chosen to optimize this trade-off. 

The statement that the dark noise equals S;fk is simple enough, but it does 
have some practical consequences. When the dark spectrum is subtracted from 
the Raman spectrum obtained with the same integration time, the noise on the 
spectrum will increase according to: 

(8.16) 
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Figure 8.32. Temperature dependence of dark spectrum for an EEV 15-11 deep depletion CCD. 
Integration time was 60 sec in all cases. Positive spikes are due to cosmics; negative spike at 
-1450 cm-' is due to a column in this CCD with weak response. 
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Figure 8.33. Temperature dependence of quantum efficiency for front-illuminated silicon CCD. 
Spectra of a broadband source with the CCD at the indicated temperatures were divided by a 
spectrum of the same source taken at 25°C. The observed Q at -750 nm was nearly independent 
of temperature. (Adapted from Andor Technologies product literature.) 
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where a(S - &ark) is the standard deviation of the dark-corrected spectrum. 
Equation (8.16) results from the fact that variances add for addition and subtrac- 
tion, and S and Sdark equal the variances of the total signal and dark signal 
respectively, since both are shot noise limited. Readout noise is neglected in 
Eq. (8.16). If the Sdark and S are comparable in magnitude, dark subtraction will 
increase o(S - and noise by a factor of A. If &ark << S ,  as might be the 
case for low CCD temperature or short integration times, dark subtraction is 
not necessary. 

An additional consequence of Eq. (8.16) relates to signal averaging, in 
which several CCD acquisitions are summed to improve SNR. One is effec- 
tively increasing the integration time by combining the electrons from repeated 
acquisitions. If dark signal is subtracted from a signal-averaged spectrum, the 
dark spectrum must also be averaged. It would degrade the SNR if SA(,k >> S1I2 
in Eq. (8-16), so one must reduce the noise in Sdark as much as possible. 
Ideally one would signal average Sdark for a very long time so that it does not 
contribute significantly to the overall noise. In practice, however, it is gener- 
ally sufficient to use the same total acquisition time for the Raman spectrum 
and the dark spectrum. 

The nuances of bias, dark signal, and binning can be complex at times, 
and detailed discussions are available (21, 26-29). A simple procedure that 
avoids most pitfalls is subtraction of a blank from the observed Raman spec- 
trum obtained under the same conditions of binning, temperature, and total 
integration time. The blank includes the dark spectrum and bias, as well as 
scattering from solvent, cell, optics, and the like. 

8.5.3.3 Gain and Q Corrections 

The s(i) term in Eq. (8.15) is the rate of electron generation for the ith element 
of the CCD. It contains the quantum efficiency Q, via Eq. (3.6), and is not 
necessarily constant across the entire CCD. Quantum efficiency Q varies with 
wavelength as illustrated in Figures 8.27 and 8.29 but also varies from pixel 
to pixel. Even if the CCD were absolutely evenly illuminated with monochro- 
matic light, there would be variations in the number of electrons collected in 
each pixel. These variations sometimes repeat in groups of pixels (so-called 
fixed pattern noise) or may be caused by random defects in the Si substrate. 
These effects appear as variations in the slope of a plot of the number of elec- 
trons vs. the number of photons for different pixels. Fortunately, both fixed 
pattern and random Q variations are reproducible and may be corrected by 
recording the spectrum of a known source. The response function calibration 
described in Chapter 10 using either a tungsten bulb or a luminescent standard 
is straightforward and corrects for most Q variations encountered in CCDs, 
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with the obvious exception of “dead” or “hot” pixels, which do not produce 
a useful signal to correct. 

In summary, the CCD output, S’(i) ,  expressed by Eq. (8.15) is recorded 
as an array of points, each equaling an analog-to-digital conversion value 
proportional to the number of photoelectrons in a CCD pixel or superpixel. 
Also, Shias and may be determined independently and subtracted from 
the y s ( i )  to obtain the dark and bias-corrected signal, S( i ) t .  In order to avoid 
degrading the SNR during these corrections, SdUk and Sbias should have noise 
levels well below that of S(i). In practice, this condition is met when &ark 

and are much smaller than S( i ) ,  or they have been signal averaged to 
sufficiently reduce their noise levels. 

8.5.3.4 “Spike” or “Cosmic” Removal 

As noted earlier, the spikes apparent in Figure 8.32 are caused by high- 
energy radiation and occur randomly. They can be a particular nuisance when 
observing weak signals using long integration times. Even a CCD in an envi- 
ronment with a low density of such high-energy events will produce one or 
so each minute somewhere on the detector face, so a spectrum acquired in 
> 10 min will nearly always be contaminated with cosmics. Several methods 
have been reported for automatic removal or rejection of these problematic 
cosmics. 

Signal averaging of a series of spectra will decrease the size of a spike, 
since two spikes are very unlikely to occur on the same pixel. However, 
spikes are generally quite large (e.g., Fig. 8.31) and averaging can dilute but 
not remove them. So simple averaging is generally an inadequate approach. 
Smoothing procedures have the advantage of working on a single CCD spec- 
trum, without requiring signal averaging. Typically a raw spectrum is mathe- 
matically smoothed with a Savitsky-Golay or a similar moving-average algo- 
rithm. An example is shown in Figure 8.34B. These routines can improve the 
appearance of noisy spectra but have difficulty with cosmics because they 
are usually large and sharp. As the extent of Savitsky-Golay smoothing is 
increased, the spike is diminished but cannot be removed completely without 
significantly distorting the spectrum. 

More sophisticated spike removal may be achieved with missing point 
filters in which a spike is identified by some statistical criterion, then a moving 
average is carried out on the surrounding points, not including the outlier 
(30,31). In effect, these procedures are similar to a conventional Savitsky- 
Golay approach, but they remove the problematic point before applying the 
moving average. The lower spectrum of Figure 8.34 illustrates effective spike 
removal using a missing point filter, with minimal distortion of the spectrum. 
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Figure 8.34. Cosmic removal from a single spectrum of bacteriorhodopsin by smoothing routines. 
A is original spectrum, with asterisks indicating cosmics. B is after a conventional quadratic, 
9 point Savitsky Golay smooth. C is after a similar smooth, but including the “missing point” 
routine. Adapted from Reference 30 with permission. 

A different but effective approach for removing cosmics is based on compar- 
ing several repetitive spectra of the same sample. Provided readout noise is 
not significant, there is no SNR penalty for obtaining multiple spectra before 
averaging. If these multiple spectra are added directly, the result is a simple 
average or sum, and cosmics will only be diluted, as noted earlier. However, 
the multiple spectra may be compared before adding, and cosmics may be 
detected. There are several mathematical methods for this process, a few of 
which are available in commercial instruments. 

Consider a total integration time of 60 sec, but acquired as six 10 sec inte- 
grations. A simple way to combine the six and remove spikes is to compare 
the first two and retain the lower value of intensity at each wavelength in 
a new spectrum labeled “result.” If a spike occurs in one spectrum, it will 
be much larger than the same point in the companion spectrum, and only 
the smaller value is retained in the “result” spectrum. Then the second and 
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third spectra are compared, and the smaller value at each wavelength is 
added into the “result.” After the sequence is repeated for all six spectra, 
the result will be the sum of five data points at each Raman shift value, and 
cosmics will be removed. Although this method is statistically nonrigorous, 
it has the advantage of permitting spike removal during signal acquisition. 
If a large number of spectra are to be averaged, the de-spiked result may 
be displayed dynamically, as it develops. A statistical procedure has been 
presented for more rigorous rejection of such outliers, based on the distance 
of the outlier from the mean, relative to the noise level (32) .  This procedure 
is conceptually very similar to the statistical Q test for outlier rejection and 
is quite effective since cosmics are usually large compared to the real noise 
level. 

A simple but less rigorous procedure is rejection of outliers based on a 
threshold, usually expressed in ADU. After repetitive spectra are collected, 
the intensities at a particular Raman shift are compared. An example is shown 
in Figure 8.35. The spikes apparent in the raw spectrum are removed in the 
average, and the SNR improves during averaging. Only a few points are 
rejected, since only a few cosmics occurred during the 10 runs to be averaged. 
For those few wavenumber values when cosmics occurred, one fewer intensity 
was averaged to arrive at the final spectrum. 

1 M_ sucrose in water 

400 600 800 1000 1200 1400 1600 1800 2000 

Raman shift, cm-1 

Figure 8.35. Spectra of sucrose in water, with water and cuvette spectrum subtracted. Spectrum 
A is a single 10 sec integration, containing cosmics at -800 and -1700 cm-’. Spectrum B is 
an average of ten 10 sec spectra, with the spikes filtered by comparing successive spectra. See 
text for details. 
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These methods differ in the criteria for rejecting outlier data points, but 
they share the process of obtaining multiple spectra, detecting and removing 
outliers, then averaging. If readout noise is negligible, there is no SNR penalty 
for acquiring multiple spectra, compared to one spectrum for the combined 
integration time. For the great majority of Raman spectra, the signal from 
the analyte and background is much larger than the readout noise, so multiple 
spectral acquisitions do not degrade SNR. For very weak signals and very low 
background, multiple readouts can degrade SNR due to multiple contributions 
from readout noise. However, this situation is rare in analytical Raman, and 
spike removal based on multiple spectral acquisition is effective. Figure 8.36 
shows the gain in  SNR resulting from both longer integration time and signal 
averaging. The top spectrum is a single 1 sec integration of sucrose obtained 
with low laser power, with the CCD bias subtracted. Increasing the integration 
time to 1 0  sec increases the SNR by m, but also increases the likelihood 
of interference from cosmics. The average of 10 acquisitions of 1.0 sec each 
yield the ~ a m e  SNR (provided readout noise is negligible), but any cosmics 
are removed. 

1 second 
,4 1. 

10 second 

10 x 1 second 

400 600 800 1000 1200 1400 1600 1800 2000 

Raman shift, cm-I 
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Figure 8.36. Raman spectra of I M sucrose in water plotted on the same intensity scale, illus- 
trating signal averaging. Spectrum A was obtained in 1 sec, and a water spectrum was subtracted. 
Spectrum B i s  a 10 scc integration, showing a signal increase of a factor of 10 and an SNR 
increase of a factor of 3. Spectrum C is the average of ten 1 sec CCD exposures and has 
approximately the same SNR as spectrum B. 



RECORDING METHODS FOR DISPERSIVE SPECTROMETERS 203 

8.6. RECORDING METHODS FOR DISPERSIVE SPECTROMETERS 

8.6.1. Single-Channel Spectrometers 

When a PMT or an avalanche photodiode is coupled with a single or double 
monochromator, the system is either operated at fixed wavelength, or the 
spectrum is acquired sequentially with wavelength scanning. Fixed wavelength 
operation may be adequate for monitoring a single Raman feature as a function 
of time, or for transient experiments in which a Raman scatterer is generated by 
some external stimulus, then monitored vs. time. Fixed wavelength operation 
obviously sacrifices information about the evolution of the Raman spectrum 
with time, but can provide excellent time resolution. Advanced techniques in 
time-resolved Raman have extended the time scale to the picosecond regime, 
but such methods are generally not applied to problems in chemical analysis. 

The generally weak Raman signal leads to a fundamental problem with time 
resolution at fixed wavelength, which can also extend to multichannel opera- 
tion. If a Raman signal is quite weak, say 1000 photonshec at the detector, then 
a photon is arriving every millisecond, on average. If one desires 500 points in 
a plot of intensity vs. time for 1 sec, the observation window is only 2 msec. 
So a photon counting detection system will have extreme statistical noise if the 
photon arrival rate is small compared to the width of the acquisition window. 
In most cases, a large number of transients are signal averaged to acquire a 
useful plot of intensity vs. time. 

Many time-resolved Raman configurations have been reported, but an 
example is shown in Figures 8.37 and 8.38. The Raman scatterer of interest 
was generated electrochemically, then it reacted with a solution species to 
form a spectroscopically distinguishable product (4,33). Figure 8.37 shows 
the evolution of the spectra, acquired with a multichannel system as described 
later. The peak at 1572 cm-’ is due to dopamine orthoquinone (DOQ), 
which reacts with Br- in the solution to form a new species with a Raman 
band at 1539 cm-’. The transition from one species to another with time 
is apparent in Figure 8.37. Fixed wavelength transients were obtained by 
monitoring the output of a photon counting PMT vs. time after a potential 
pulse that generated DOQ. A multichannel scaler stored “counts” from the 
PMT in 50 sequential time windows with widths of 20 msec. Each window 
stored the Raman signal for a particular wavelength, arriving during time 
increments of 20 msec after the reaction was initiated. The two species could 
be monitored independently using two different experiments, one at 1572 and 
one at 1539 cm-’. The resulting transients (Fig. 8.38) permitted determination 
of the reaction kinetics and mechanism (25). 

Wavelength scanning with single-channel detectors was the most common 
mode for Raman spectroscopy before multichannel detectors arrived in the 
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Figure 8.37. In situ Raman spectra of dopamine oxidation in 1 M HBr at a carbon electrode 
surface. An IPDA detector was gated for 50 msec time increments ending at the times indi- 
cated after initiation of DA oxidation. The band at 1572 cm-' is from the electrogenerated 
orthoquinone, that at 1539 cm-' is from brominated quinone. (Adapted from Reference 33 with 
permission.) 

1980s. Assuming both the laser intensity and the sample are invariant with 
time, the Raman spectrum may be collected as a series of integrations con- 
ducted at a series of wavelengths. Generally speaking, the monochromator 
is stepped in wavelength increments of a few reciprocal centimeters, and 
photons are collected for a particular time at each wavelength. For example, 
the monochromator might stay at one wavelength for 5 sec, during which the 
counts from the detector are collected and stored; then the monochromator 
is stepped to the next wavelength. Figure 8.1 1 is an example of a spectrum 
collected in this manner. The integration time is the single-channel acquisi- 
tion time discussed in Section 3.4 and will determine the SNR as described in 
Chapter 4. Usually the wavelength increment between integrations is approxi- 
mately equal to the monochromator bandpass, in order to optimize the trade-off 
between spectral resolution and total acquisition time. If the bandpass is small 
compared to the wavelength increment, there will be significant gaps between 
points. On the other hand, an increment much smaller than the bandpass will 
add to the total acquisition time without an improvement in spectral resolution. 

As discussed in Section 3.4 and Chapter 4, the total acquisition time ( t M )  
for a single-channel spectrometer is the integration time, t S ,  times the number 
of resolution elements. Operation at higher resolution will require more data 
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Figure 8.38. Transient Raman intensity recorded with a PMT during the electrochemical oxida- 
tion of dopamine in 1 M HBr. Each point represents a 20 msec integration of photons arriving at 
either 1572 or 1539 cm-'. Solid curves are simulated for a mechanism involving bromination of 
electrogenerated orthoquinone (1 572 cm-') to yield a monobromo orthoquinone (1539 cm-'). 
Applied potential was returned to a reducing value at f = 0.55. (Adapted from Reference 33 with 
permission.) 

points, increasing N R  and t M .  The rapid and nearly complete transition from 
single-channel to multichannel spectrometers has been driven primarily by 
the gain in speed and SNR. An additional factor is the sensitivity of scanning 
single-channel spectrometers to laser power fluctuation. Any laser noise or drift 
occurring on the time scale of the integration time or wavelength scan will 
appear as variations in the peak heights and baseline of the scanned spectrum. 

8.6.2. Dispersive Multichannel Acquisition 

Once the grating density and position have been selected using the criteria 
described in Section 8.2.1, the CCD is ready to acquire a spectrum. Some 
experimentation with integration time is usually required to adjust for the 
strength of Raman scattering from a particular sample. The integration time 
must be long enough for the Raman signal to exceed readout and dark noise, 
and to achieve adequate SNR. For samples with strong background or Raman 
scattering, the integration time must be short enough to avoid reaching the full 
well capacity of any CCD pixels. For such strong signals, one can average 
several shorter integrations or bin fewer vertical pixels. As a rule of thumb, 
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the maximum signal of a given spectrum should be in the range of 10 to 90 per 
cent of the full well capacity. The full well capacity often equals the full-scale 
range of the A D  converter in the CCD electronics, so a signal in the range 
of 10 to 90 per cent of full scale will generally be large enough to exceed 
readout and dark noise but small enough to avoid saturation. The extremes of 
integration time are illustrated in Figure 8.39. The intensity scales are quite 
different for the three spectra in order to compare them visually. For a short 
integration time, the SNR is low due to significant shot noise and readout 
noise. For the 15 sec integration, the full well capacity was exceeded, and the 
larger peaks are truncated. 

Processing of the raw spectrum following CCD acquisition was discussed 
in Section 8.5.3 but is summarized graphically in Figure 8.40 for a solution of 
sucrose. The raw spectrum is yS'(i), as given by Equation 8.14, and is shown 
in figure 8.40A. Subtraction of the bias and dark contributions described in 
Section 8.5.3 yields Figure 8.40B, governed by: 

The bias and dark contributions in this case are fairly small (about 1000 e-), 
hence the small offset between spectra A and B. To correct for CCD 
gain and quantum efficiency, as well as other instrumental variables, the 

Dextrose, 785 nm, 50 mW 
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Figure 8.39. Raman spectra of solid dextrose obtained at 785 nm (50 mW) and a dispersivelCCD 
spectrometer, with a range of integration times. Note the large change of intensity scale between 
spectra A and B. The short integration time (0.01 sec) yields poor SNR, while the long integration 
time ( 1  5 sec) yields truncated peaks. 
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Figure 8.40. Spectra of sucrose solution illustrating several processing steps: A is the raw spec- 
trum of 1 M sucrose in water in a quartz cuvette; B is after the -1000 e- bias and dark signal 
was subtracted; C is after the instrument rcsponse correction (described in detail in chapter 10); D 
is the waterkuvette background after the same processing steps; E is spectrum C minus spectrum 
D, and is the final spectrum after bias, dark, response, and background corrections. 

product KAQTQIy may be determined with a standard source as outlined 
in Section 10.3. This instrument response correction yields spectrum C of 
Figure 8.40 in which the effects of Q variation as well as spectrometer 
transmission have been removed. Notice that some features (such as the 
broad band at - 1900 cm-') are due to the instrument rather than the sample, 
and such artifacts are removed by the response correction. The final step 
of Figure 8.40 illustrates background subtraction in which the contribution 
from the cell and water are subtracted, based on a separate spectrum acquired 
from a blank solution (spectrum 8.40D). It is important that both sample 
and background be acquired under identical conditions of laser power, 
sampling geometry, and the like, and that both be subjected to the same 
response correction. The operations that lead to the bias, dark, response, 
and background-corrected spectrum of Figure 8.40 are often automated in the 
instrument's software and may be performed routinely. 

8.6.3. Segmented Acquisition 

As described in Section 8.2.1.1, there is a trade-off between resolution and 
spectral coverage for a dispersive CCD spectrometer. For a given grating 
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position and CCD acquisition, the finite number of CCD pixels means that 
one can either obtain a wide spectral range with relatively low resolution 
or a limited spectral range at high resolution, but not both at once. Several 
methods for mitigating this trade-off are discussed in this and the following 
two sections, all of which are implemented in commercial spectrometers. The 
methods are based on segmented acquisition, multitrack acquisition, and scan- 
ning/multichannel operation. 

Segmented acquisition involves acquisition of several spectra with limited 
coverage, then combination to form a complete spectrum. For example, the 
grating is positioned to observe the 100 to 900 cm-’ Raman shift range on 
the CCD, and a spectrum is acquired as described in Section 8.6.2. Then 
the spectrum is stored and the grating repositioned to acquire the 900 to 
1700 cm-’ range. The process is repeated until the desired total spectral range 
is acquired; then the segments are combined to arrive at a complete spectrum. 
Any number of segments may be combined in this fashion, but the practical 
range is 2 to about 10. Segmented acquisition has the advantage of improving 
resolution in that each pixel collects a smaller Raman shift range than if the 
entire spectrum were collected in one CCD acquisition. The price of this 
advantage is time, as the total acquisition time increases by a factor equal to 
the number of segments, plus the time required to reposition the grating. An 
example of a segmented spectrum is shown in Figure 8.41A, with the vertical 
arrows indicating the locations of segment boundaries. 

The discontinuities between segments apparent in Figure 8.41A are caused 
by variations in transmission and focusing across the CCD detector. The upper 
Raman shift limit for one segment is nearly the same as the lower limit for 
the adjacent segment, but they are acquired from different ends of the CCD, 
with slightly different optical geometry and focus. Such discontinuities are 
most apparent when there is a significant broad baseline or when a segment 
boundary occurs on a Raman peak. Segments may be “combined” mathemati- 
cally by some smoothing routine, but such a procedure is nonrigorous and can 
distort spectroscopic information. Some instruments combine the segments by 
overlapping a portion of each segment with adjacent spectra, then averaging 
the overlapped regions. An example is shown in Figure 8.41B for which the 
overlap was about 50 pixels out of a total of 2000. This procedure improves 
the accuracy of the multisegment spectrum, but there still are baseline shifts 
and peak height variations caused by variations in spectral response across the 
segments. 

A rigorous means for removing discontinuities between segments is the use 
of luminescent standards described in Section 10.3. The standard has a known 
emission spectrum, which is recorded with the same set of segments as the 
Raman spectrum of interest (34). The standard emission experiences the same 
response variations as the Raman scattering, so its spectrum includes the same 
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Figure 8.41. Spectra of an aged, impure acetaminophenol tablet, obtained by combining five 
CCD acquisitions into a single, wide-band spectrum. Vertical arrows indicate Raman shifts where 
spectral segments were spliced. In spectrum A, the segments were merely superimposed, and the 
slight overlaps between segments are apparent in the magnified insets. In spectrum B, the overlap 
regions were averaged and replotted. Some distortion of the spliced region near 825 cm-' remains 
after averaging. 

optical aberrations. Figure 8.42 compares the raw spectrum of Figure. 8.41A 
with a spliced spectrum resulting from an average of overlapping regions 
(spectrum 8.41B) and with a spliced spectrum corrected with a luminescent 
standard. In principle, the luminescent standard should provide accurate correc- 
tion regardless of the acquisition procedure, since the response function of the 
instrument is applied to both sample and standard spectra. As is apparent 
from the insets of Figure 8.42, the luminescent standard provides smooth and 
accurate combination of segments and also corrects for the overall instrument 
response function (see Section 10.3.3 for details). 

8.6.4. Multitrack Acquisition 

The discussion of dispersive CCD spectrometers presented thus far has consid- 
ered the CCD to be one dimensional, with Nc pixels along the wavelength 
axis. The vertical (slit) axis of the CCD is usually binned into one (or a few) 
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Figure 8.42. Elimination of splicing artifacts with an intensity standard. Spectra A and B are 
from Figure 8.4 I ,  but C was obtained by applying an instrument response function correction 
(with Coumarin 540a as described in Section 10.3.3). The magnified insets for the region near 
825 cm-’ show the lack of distortion compared to an uncorrected or averaged splice. 

“superpixels” to yield a 1 x Nc detector. Multitrack acquisition exploits the 
two-dimensional nature of CCDs by using the ability to monitor the vertical 
pixels individually or in groups. This results in two or more tracks across the 
face of the CCD, which may be digitized independently. Multiple tracks may 
be used to acquire spectra from more than one source or to simultaneously 
monitor several spectral segments. 

8.6.4.1 Multiple Input Sources 

As discussed in Section 8.2, an imaging spectrograph maintains the slit image 
during dispersion and focusing, so a single point on the entrance slit corre- 
sponds to a single point on the CCD. If two or more optical fibers carry the 
Raman light to the entrance slit, the ends of these fibers will be imaged on 
the CCD. Each fiber’s light is also dispersed along the wavelength axis, so 
each fiber image becomes a spectrum that may be projected onto a CCD track. 
The image on the CCD is presented schematically in Figure 8.43. In this case, 
four spectra may be collected simultaneously, and the binning parameters 
are set to digitiLe and store the four spectra independently. As described in 
Chapter 12, fiber optics may be used to carry Raman light over long distances 
(> 100 m), so a multitrack spectrometer could simultaneously acquire spectra 
from widely separated samples. 
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Figure 8.43. Depiction of multitrack image on a CCD. Four optical fibers at the entrance slit 
are imaged on four different vertical positions, and their light is dispersed horizontally. 

8.6.4.2 Simultaneous Multiple-Segment Acquisition 

Instead of monitoring multiple samples, multitrack operation may also be used 
to monitor a single sample over different Raman shift ranges. The simplest 
example involves two tracks that cover different halves of the Raman shift 
range. By using two gratings with different angles, or a highly modified single 
grating, it is possible to disperse the 0 to 1800 cm-' Raman shift range onto the 
upper half of the CCD, and the 1800 to 3600 cm-' range onto the lower half. 
This arrangement avoids the sequential acquisition of segments and associated 
mechanical operations. Since the spectrograph and CCD have no moving parts, 
the system is rugged and stable. 

A sophisticated variation of this approach employs holographic optics to 
create a grating with two focal planes and dispersion ranges. Since the disper- 
sion process is encoded in the grating holographically, the entire grating area 
is used for both tracks, and the Q of the system is maintained. In principle, 
one retains the signal magnitude and resolution of the single-track holographic 
spectrometer with the significant bonus of twice the spectral coverage (1). 

Dispersive Raman spectrometers based on echelle spectrographs are 
examples of the multitrack approach applied more extensively (35). An echelle 
spectrograph separates the spectrum into many more than two segments, in the 
range of 8 to 20; then these segments are monitored individually by a CCD 
track. For example, if a 3600 cm-' spectrum is divided into 10 segments 
on a 256 x 1024 CCD, then each 360 cm-' spectrum is monitored by a 20 
(approximately) x 1024 pixel detector. The spectrum may be collected with 
high resolution, since each pixel covers only -0.3 cm-' of Raman shift range. 
In effect, the CCD is converted to a 10,240-pixel detector, with a height of 
20 pixels. The advantage is the ability to achieve wide spectral coverage and 
high resolution simultaneously. Provided the sample image is fairly short (20 
pixels x 25 pndpixel = 500 pm in the example), the echelle signal will be 
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as large as that from a single-track instrument which covers only 360 cm-’. 
Like the holographic system, the echelle has no moving parts and is relatively 
rugged. 

Echelle spectrographs have been used extensively in astronomy and atomic 
spectroscopy (36), and a few applications in Raman have been reported (35). 
All echelles have a grating that operates in a high order to achieve low 
reciprocal linear dispersion [according to Eq. (8.3)] and therefore disperses 
a relatively small Raman shift range over a typical CCD. However, this leads 
to overlapping orders in which the spectral segments are superimposed on 
each other at the detector. A cross disperser (a second grating or a prism) 
is added to spread the orders out vertically on the CCD. The result is 8 to 
20 stripes on the CCD, each representing a different Raman shift segment 
(and a different diffraction order). The grating line densities for the echelle 
and cross disperser are chosen to match the laser and Raman shift range of 
interest. 

Throughput for different orders and within one order (or segment) can 
vary significantly, so a response function calibration is important. In addition, 
a wavelength calibration is essential, often using an atomic line source as 
described in Chapter 10. An echelle spectrometer has been described for 
Raman spectroscopy with a 514.5 nm laser (35). Full spectral widths of 
5000 cm-’ were collected with 2 cm-’ resolution on a 516 x 516 pixel 
detector. If a single track were used, the best resolution possible would be 
2500/516 = 5 cm-’. Spectra from this instrument are shown in Figure 8.44 
and demonstrate the wide coverage and high resolution. 

Many Raman experiments involve fairly tightly focused lasers, so the image 
of the sample on the slit is often quite small. The restriction of an echelle 
to relatively small slit height does not impose a significant constraint for 
such systems. Fiber-optic coupling is an example where the “sample” at the 
slit is a 50 to 200 pm fiber, and the fiber image may be separated effec- 
tively into 8 to 20 tracks. However, if the sample image is higher, the tracks 
will overlap or the slit height must be restricted. For example, the cylin- 
drical lens geometry of Figure 6.17 can produce a 50 x 3000 pm laser stripe 
on the sample, which is too large to collect with an echelle system. Stated 
more generally, a multitrack system has a smaller A!2 product than a single- 
track spectrometer since the photosensitive area for a given wavelength is 
smaller. 

8.6.5. Scanning Multichannel Acquisition 

As the heading implies, acquisition methods discussed in this section involve 
hybrids of multichannel and scanning techniques. Physically, they amount to a 
CCD on a scanning monochromator without an exit slit. As such, they are quite 
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Figure 8.44. Spectrum of cyclohexane obtained with an echelle spectrograph and one CCD 
exposure. Magnified spectrum demonstrates high spectral resolution. (Adapted from Reference 35 
with permission.) 

similar to the spectrograph/CCD combinations used for static multichannel 
acquisition (Section 8.6.2). The difference arises in how grating motion is 
combined with CCD acquisition and readout. In standard multichannel acquisi- 
tion with a dispersive/CCD system, the grating is moved only to vary the spec- 
tral range and remains static during spectral acquisition. The resolution and 
spectral range are determined by the dispersion, CCD size, number of pixels, 
and so forth, as discussed earlier in this chapter. In scanning/multichannel 
acquisition, the grating is repositioned over a predetermined spectral range 
during acquisition, either in steps or continuously. By synchronizing grating 
motion and CCD readout, a wide spectral range may be covered without sacri- 
ficing resolution. In addition, certain benefits result involving fixed pattern 
noise, lineshape, and response uniformity. 
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The first scanning/multichannel acquisition technique (SMT) is essentially 
an extension of segmented acquisition (Section 8.6.3), but with a very 
important difference (37). Like segmented acquisition, the grating is stationary 
during CCD acquisition and readout and is incremented between a series 
of acquisitions. However, the increment is quite small, possibly less than 
1 pixel, and the spectral segments are severely overlapped. As the series of 
CCD exposures is collected, a given Raman band moves across the CCD, 
and a particular Raman shift value is observed many times by many different 
pixels. After the entire spectral range is scanned, the stored CCD exposures 
are reconstructed into a spectrum by the computer, which had kept track of 
the wavelength and pixel locations. It is true that the total acquisition time 
lengthens due to multiple CCD exposures, but this factor is largely mitigated 
by the overlapping segments. Ignoring the overhead associated with CCD 
readout, the total acquisition time for SMT is comparable to the same spectral 
range observed with segmented acquisition. The real cost in terms of SNR 
is the extra readout noise from the greater number of CCD readouts, which 
might be serious for weak spectra. 

The benefits of this SMT technique can be significant for certain appli- 
cations. First, a wide spectral range may be covered without the “splicing” 
illustrated in Figures 8.41 and 8.42. If a grating yielding a narrow spectral 
range (for a single CCD exposure) is combined with a large number of acqui- 
sitions, a wide total spectral range may be observed with high resolution. 
Like multisegment acquisition, SMT avoids the resolution/spectral coverage 
trade-off, but with the cost of increased total acquisition time. Second, the 
spectrum is essentially “swept” over the entire CCD, so variations in either 
throughput or pixel sensitivity are averaged out. A particular Raman shift is 
observed at many positions, and the resulting intensity is spatially averaged 
over the entire CCD. Third, small grating increments may be used to increase 
the data density and improve the accuracy of the lineshape of narrow Raman 
bands. For example, a typical static dispersive/CCD system may operate with 
a dispersion of 2 cm-‘/pixel, and a fairly narrow Raman band (say, 10 cm-’) 
may have only 5 pixels that define its shape. With SMT, a 1 cm-‘ incre- 
ment between acquisitions will provide effectively 10 pixels to define the 
same band. Early work on the SMT approach demonstrated excellent reso- 
lution and lineshapes for rotational fine structure bands with linewidths of 
-0.5 cm-I (37). 

The practice of synchronizing grating motion with CCD readout is carried a 
significant step further in the “continuous extended scanning” approach (38), 
which has been implemented in a commercial instrument (39). The grating 
is scanned continuously during CCD readout such that a given wavelength 
is scanned across the CCD, synchronously with the shifting of the pixels 
collecting light from that wavelength. For longer integration times, the scan 
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P-Ca,SiO, 

0 2000 4000 6000 8000 

Raman shift, cm-' 

Figure 8.45. Spectrum of calcium silicate obtained with the scanning multichannel technique. 
A very wide shift range was covered during continuous grating scanning and CCD readout. The 
features at 6000 to 9000 cm-' are due to photoluminescence, not Raman scattering. (Adapted 
from Reference 38.) 

occurs more slowly, but CCD readout and grating motion are still synchro- 
nized. A given wavelength is effectively monitored by all of the CCD pixels 
along the spectral axis, thus averaging out sensitivity variations. A wide 
spectral range may be covered without splices, but with an increase in time 
comparable to that of segmented multichannel acquisition. Furthermore, light 
of a given Raman shift is read out only once, so readout noise does not accu- 
mulate as it does for the multiple readouts of SMT. Figure 8.45 shows a very 
wide band spectrum of calcium silicate obtained with the continuous extended 
scanning technique, which shows both Raman (0 to 3000 cm-') and photolu- 
minescence (-8000 cm- ') features. Note the absence of discontinuities from 
splicing, which would occur in an uncorrected segmented spectrum such as 
that of Figure 8.41A. 

8.7. EXAMPLES OF DISPERSIVE RAMAN APPLICATIONS 

In this and several subsequent chapters, a short list of applications is presented, 
along with a few experimental details and comments. The available array of 
applications from the literature is very large, and the lists presented are not 
intended to be comprehensive. Their purpose is merely to provide examples 
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Table 8.7. Examples of Dispersive Raman Application 

Laser Wavelength (nm) Application Reference 

2 17-450 
255 
257.3 
418.5 
457.9-5 14.5 
4.57.9-647.1 
488 nm 
514.5 
5 14.5 
514.5 
5 14.5 
5 14.5 
514.5, 632.8 
532, 355 
632.8 

647 
780 
785 
785 
830 
Various 

Various 

Various 

Trace aromatic hydrocarbons 
Aromatic hydrocarbons in coal liquids 
Amino acids, myoglobin 
Bacteriochlorophyll 
Resonance Raman of Fe"' and Ru"' complexes 
Metalhmmine complexes in metal refining 
Amorphous carbon films 
Database of minerals and inorganic crystals 
Glucose in serum and plasma (anti-Stokes) 
Li intercalation in graphite, in situ 
Postconsumer plastics identification 
Vapor-deposited diamond film characterization 
p-Carotene, related polyenes 
In situ Vapor deposited diamond 
Temperature measurement of polyethylene, 

Aviation turbine fuel composition 
Naphthalene, phenyl triethoxysilane 
Noninvasive identification of pharmaceuticals 
Human tissue biopsy samples 
Human tissue, elastin, coronary artery 
Dispersive Raman spectroscopy applications in 

methyl cyclohexane 

microscopy and imaging 

Applications of dispersive Raman coupled with 

Dispersive Raman applications for surface 
fiber-optic sampling 

analysis 

40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 

55 
56 
57 

58, 59 
60 

Table 11.3 

Table 12.4 

Table 13.6 

and illustrate some analytical situations where the techniques described in 
the relevant chapter are useful. Table 8.7 lists some applications of disper- 
sive Raman spectroscopy, without the fiber-optic or microscope attachments 
described later. The list is not prioritized but is organized in terms of laser 
wavelength. 
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CHAPTER 

9 

NONDISPERSIVE RAMAN SPECTROMETERS 

The relative merits of dispersive and nondispersive Raman spectrometers were 
introduced in Sections 5.1 and 5.3, and dispersive systems were addressed in 
some detail in Chapter 8. Nondispersive systems in the form of Fourier trans- 
form (FT-Raman had a major impact on the increased interest in Raman as 
an analytical technique starting in 1986 (1-4). FT-Raman combined the low- 
fluorescence interference that commonly occurs with 1064 nm excitation with 
the highly developed instrumentation of FT infrared (FTIR) spectroscopy to 
yield a major increase in the utility of Raman spectroscopy. The broader appli- 
cability of Raman to industrial samples available with FT-Raman was partly 
responsible for the Raman renaissance, which is the main topic of this book. 
More recently, nondispersive wavelength analyzers have been combined with 
charge-coupled devices (CCDs) to provide new methods for Raman imaging 
( 5 ) ,  discussed in Chapter 11. In the current chapter, nondispersive spectro- 
meters are discussed as a group, with particular strengths and weaknesses of 
each approach addressed in individual sections. The three main subsections are 
based on three distinct types of wavelength analyzers: filters, interferometers, 
and multichannel FT spectrometers. 

9.1. TUNABLE BANDPASS FILTERS 

Most implementations of filter-based nondispersive spectrometers occur in 
Raman microscopy and imaging, where their large clear aperture is particu- 
larly valuable. These applications are discussed further in Chapter 11, but the 
nature and performance of tunable filters as wavelength analyzers are outlined 
here. 

9.1.1. Interference Filters 

A narrow bandpass filter chosen to match a Raman band can serve as a very 
simple Raman spectrometer, provided only a limited range of Raman shifts is 
of interest. For example, a 900 nm bandpass interference filter transmits a band 
centered at 1627 cm-' relative to a 785 nm laser. The center of the passband 
may be angle tuned over a limited range, and it is possible to construct a 
spectrum from several measurements of intensity vs. angle (6). However, the 
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bandpass of an interference filter is wide compared to most Raman features, 
so a spectral analysis based on such filters has inherently low resolution. For 
example, if Eq. (8.1) is applied at 900 nm, Eq. (9.1) results: 

dC(cm-') = 12.3dh(nm) (9.1) 

where d h  is the filter bandpass in nanometers. A filter with d h  = 2 nm is 
exceedingly narrow for an interference filter and would have low transmission. 
Even this extreme case would have a bandpass of 24.6 cm-' at 900 nm, and 
a low-resolution spectrum would result (such as that shown in the bottom 
spectrum of Fig. 5.18). So the tuning range is limited, and the resolution is 
poor for interference-filter-based wavelength analyzers, making them suitable 
only for special applications. 

One such application is a dedicated quantitative analyzer that monitors 
only a few Raman shifts (using different filters) of anesthesia gases (7). In 
this case, the identity of the analyte is known and unvarying, so a spectrum 
is unnecessary. The Raman analyzer is built into a commercial anesthesia 
gas delivery system, and filters are selected to monitor particular gaseous 
components. Another application exploits the large aperture of interference 
filters for wavelength analysis in Raman microscopy (6). Several filters may be 
interchanged mechanically and each one may be angle tuned. The instrument 
is described in more detail in Section 11.4.2. An alternative to tuning the filter 
is to tune the laser frequency while keeping the filter passband fixed (8). As 
the excitation frequency is turned toward the blue, for example, the Raman 
shift transmitted by the filter increases. 

9.1.2. Acousto-optic 'hnable Filter (AOTF) 

The AOTF is based on a completely different principle from interference filters 
and permits wavelength tuning over the entire Raman shift range (9,lO). A 
schematic of an AOTF Raman spectrometer is shown in Figure 9.1, and the 
entire system has no moving parts. The AOTF element is a crystal of TeOz, 
which is excited acoustically with an ultrasonic generator. The ultrasound 
establishes a standing-wave pattern of local refractive index in the crystal, 
whose wavelength is determined by the ultrasonic frequency. This standing- 
wave pattern acts as a diffraction grating, which is governed by the usual 
Bragg equation for the incident light. As shown in Figure 9.1, light entering 
the AOTF is diffracted in mainly +1, 0, and - 1 orders, and the system may be 
optimized to concentrate -80 per cent of the light into the + 1 order. The light 
from the f l  order is then directed onto a single-channel detector such as a 
photomultiplier tube (PMT) or avalanche photodiode (APD) and monitored by 
a computer. The spectrum may be scanned merely by incrementally changing 
the ultrasonic frequency and recording intensity vs. frequency. Scanning the 
entire 0 to 3500 cm-' shift range requires less than 1 sec for sufficiently 
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laser 
polarization 1 scrambler 

Figure 9.1. Schematic of Raman spectrometer based on an acousto-optic tunable filter (AOTF). 
BP, bandpass filter; BR, band reject filters; APD, avalanche photodiode. (Adapted from Refer- 
ence 9, with permission.) 

strong scatterers. In addition, the frequency may be switched rapidly among 
several Raman bands to provide near-simultaneous monitoring of several spec- 
tral features. 

In addition to electronic tuning, the AOTF has the advantages of small size 
and high throughput. There is no slit, so the ASZ product is higher than that of 
a typical dispersive system. The spectrometer must be large enough to allow 
spatial separation of the +1 and 0 orders, but at least one working system 
has a footprint of 7 x 12 in. (9). The disadvantage of current AOTF systems 
is modest spectral resolution of 25 to 50 cm-', with a theoretical limit of 
-10 cm-'. In addition, the AOTF is inherently a scanning system; hence it 
loses the multichannel and multiplex advantages of dispersive/CCD or FT- 
Raman spectrometers. An example of an AOTF Raman spectrum is shown in 
Figure 9.2. Overall, the AOTF achieves solid-state operation, compact size, 
and rapid scanning by sacrificing resolution and the multichannel advantage. 
Its major advantage over interference filters is its electronic tuning. 

9.1.3. Liquid Crystal Filters 

A third type of tunable filter that has been applied to Raman spectroscopy is a 
conceptual extension of the interference filter. A conventional dielectric inter- 
ference filter transmits light most efficiently when Eq. (9.2) is satisfied ( 1  1): 

2d(n2  - sin2 O)''* = mh (9.2) 
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benzene, AOTF 
50 mW, 647 nm 

500 1000 1500 2000 2500 3000 
Raman shift, cm-' 

Figure 9.2. Spectrum of benzene obtained with AOTF spectrometer of Figure 9.1 (Adapted from 
Reference 9, with permission.) 

where m is the order (1,2, 3 .  . .), h the wavelength, n the refractive index of 
the medium between two partially reflective mirrors, d the distance between 
the mirrors, and 0 the angle of incidence. The transmitted wavelength may be 
varied by angle tuning ( O ) ,  changing the spacing (d), or changing the refractive 
index (n). Liquid crystals have provided a means to vary the refractive index 
electronically, with a low-voltage, computer-controlled potential. Combination 
of two liquid crystal filters results in an electronically tunable bandpass filter 
with a bandpass of 11 to 14 cm-', a transmission of 60 to 70 per cent, and 
a tuning range sufficient to observe at least a 3000 cm-' Raman shift range 
(12). While the spectral resolution of this liquid crystal filter is modest, its 
application to Raman microscopy has been demonstrated ( 12). 

A different approach to liquid crystal filters led to the development of a 
nondispersive Raman spectrometer used commercially in a Raman microscope 
(1 3). Tunable liquid crystals are used to rotate light of particular wavelengths 
between crossed polarizers (5) .  The rotation is controlled by the applied 
voltage, and several stages are generally cascaded to provide a narrower band- 
pass. Current technology provides liquid crystal tunable filters (LCTFs) with 
a bandpass in the 7 to 9 cm-' range, >6000 cm-' spectral range relative to 
532 nm, and relatively low transmission of 16 to 20 per cent (5). As with the 
other tunable filters described earlier, the LCTF is not intended for conven- 
tional Raman spectroscopy of a pure material or solution, since it does not 
enjoy a multichannel advantage and has modest resolution and transmission. 
However, the LCTF has excellent characteristics for Raman imaging, and 
some examples are presented in Section 11.4.2. 
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9.2. FOURIER TRANSFORM RAMAN SPECTROSCOPY 

By far the most common type of nondispersive Raman spectroscopy is FT- 
Raman, and the importance of the approach has been noted several times in 
previous chapters. As discussed in Chapters 3 and 4, a major advantage of 
FT-Raman is the simultaneous monitoring of many wavelengths and the bene- 
ficial effects on signal and signalhoise ratio (SNR). FT-Raman is a multiplex 
technique in which many wavelengths are modulated by an interferometer to 
generate a complex “interferogram” that is monitored by a single detector. 
As noted earlier in Figure 5.2, the interferogram may be converted to a spec- 
trum by a Fourier transform, hence the name FT-Raman (1-4, 14-18). The 
process of multiplexing is analogous to encoding and decoding in which a 
particular wavelength is encoded as a relatively low-frequency sine wave by 
the interferometer, then decoded by the computer. The interferometer has the 
effect of downshifting the light frequency (-1014 Hz) to a low frequency 
(several kilohertz), which may be monitored electronically. Each wavelength 
has a different modulation frequency, so the spectral information is retained 
in the interferogram. The benefit of multiplexing is the detection of all wave- 
lengths simultaneously, so the total optical signal reaching the detector may be 
increased above detector noise. Some additional advantages and shortcomings 
of FT-Raman are discussed later in the chapter. 

9.2.1. FT-Raman Principles 

A schematic drawing of an FT-Raman spectrometer is shown in Figure 9.3. 
The wavelength analyzer is a Michelson interferometer adapted from an FT- 
IR spectrometer. FTIR was developed to a high level of refinement before 
FT-Raman was introduced in 1986, and many components were transferred 
from FTIR to FT-Raman with minor modification. Many vendors offer FT- 
Raman attachments to otherwise conventional FTIR spectrometers, so that both 
techniques share the same interferometer. Dedicated FT-Raman spectrometers 
are also available but still share many components with FTIR systems. 

Interferometer operation is discussed in many texts (4,l l)  and will be 
described here only briefly. Modulation of a particular wavelength is accom- 
plished by linear motion of the moving mirror in Figure 9.3 at a constant 
velocity. The two light paths shown in the figure (path a and b)  differ in 
path length by 2x, where x is the mirror travel from the point where a and b 
are of identical lengths. The beamsplitter is 50 per cent reflective; so the two 
light paths have equal intensity when they recombine after reflection from the 
moving (path a)  or fixed (path b) mirrors. For the light directed toward the 
detector, there is a path length difference given by: 

a - b = 2 x  (9.3) 
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Figure 9.3. Schematic of FT-Raman spectrometer based on a Michelson interferometer: x is the 
moving mirror displacement, a and h describe two different paths of light split by the beamsplitter. 

With motion of the moving mirror, the two beams undergo constructive and 
destructive interference, so that the detector signal will be maximum when 
2x = mh (rn is an integer) and a minimum when 2.x = (rn + 1/2)h. For a 
single input wavelength, the detector output is a sine wave of the form: 

Assuming the mirror velocity is constant, equal to r (centimeters per second), 
then x = rt, and 

Signal(t) = A cos(4nrVt) (9.5) 

where V is the wavenumber of the incident light (19). For example, a Raman 
feature with AV = 1500 cm-' has an absolute V of 7898 cm-' when observed 
with a 1064 nm laser. For a mirror velocity of 0.1 cdsec ,  the detector signal 
for this feature would have a frequency of 2 l 3  or 1580 Hz. So the very high 
optical frequency of the Raman scattering (2 x l O I 4  Hz) has been converted 
to 1580 Hz, which is easily monitored electronically. The detector output is 
monitored with an analog-to-digital (A/D) converter and computer, then stored 
for subsequent analysis. 

When many wavelengths are present in the input spectrum, the interfer- 
ogram is a sum of many sine waves of different frequency and phases. An 
example is shown in Figure 9.4A, for the Raman scattering from cyclohexane. 
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Frequency, (cm-') 

Figure 9.4. Interferogram (spectrum A) and its expansion (b) obtained from cyclohexane excited 
at 1064 nm. The Raman spectrum resulting from Blackman-Harris apodization (4-term), 2 x zero 
filling and Fourier transformation is shown as spectrum C, plotted against the absolute wavenum- 
ber rather than Raman shift. 

The center-burst at x = 0 corresponds to zero path length difference, where 
all wavelengths constructively interfere. Magnification of the center burst 
region (Fig. 9.4B) shows the complex oscillations characteristic of the raw 
interferogram. Even a simple spectrum generates a fairly complex interfero- 
gram that is uninterpretable without Fourier transformation. There are several 
data processing steps between the interferogram and the spectrum, including 
apodization, zero-filling, phase correction, and Fourier transformation, but 
these are generally automated within the spectrometer software. The Raman 
spectrum resulting from Figure 9.4A is shown in 9.4C, obtained with a Bruker 
IFS/66 spectrometer, 245 mW of 1064 light at sample. 

Of fundamental importance to FT-Raman performance is the relationship 
between mirror travel and resolution. The precision with which a sine wave 
frequency may be determined increases as the number of wave periods increa- 
ses, for reasons ultimately related to the uncertainty principle. The longer the 
mirror travel, the more periods are observed, and the greater the precision. 
Increased precision takes the form of higher resolution and smaller instru- 
mental linewidth. Mathematically, the resolution of an interferometer, 6V, is 
related to the maximum mirror travel, Ax,,,, according to Eq. (9.6) (20): 

6% = 1 /(Ax,,,) (9.6) 
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For example, 0.1 cm-' resolution is attainable with 10 cm of mirror travel. 
Spectral coverage in FT-Raman is determined by the optical materials used for 
the beamsplitter and other components and by the rate of digitization of the 
interferogram. The Nyquist criterion dictates that a sine wave must be sampled 
at least twice per cycle to accurately define its frequency. If a sampling rate 
lower than the Nyquist criterion is used, the frequency in question will appear 
at an incorrect position on the frequency axis after Fourier transformation. 
This error is known as aliasing and is easily avoided by using sufficiently fast 
analog-to-digital converters or slow mirror velocities. 

Since sampling rate and mirror travel are controlled independently in FT- 
Raman, there is no trade-off between resolution and spectral coverage, as there 
is with dispersive/CCD spectrometers (Section 8.2.1.1). Assuming sufficient 
sampling rate, any Ax,,, yields complete spectral coverage, and the resolution 
may be improved independently by increasing mirror travel up to the limits 
of the instrument. Long mirror travel does generate a large number of data 
points, but this issue is minor with modern computers. The ability to freely 
vary resolution while maintaining full spectral coverage is a major attraction 
of FT-Raman spectrometers compared to dispersive/CCD systems. 

9.2.2. FT-Raman Advantages and Pitfalls 

The nearly total conversion from dispersive infrared spectrometers to FTIR 
instruments occurred because of some inherent advantages of the F T  approach, 
some of which also apply to Raman spectroscopy. Already noted is the 
multiplex (Felgett) advantage in which many wavelengths are detected 
simultaneously. For the common case of detector noise limited operation, the 
multiplex advantage leads to an SNR improvement governed by Eq. (4.37). 
The SNR expressions derived in Chapter 4 relate to the SNR observed for 
particular resolution elements and are governed by the signal collected in 
each such element. A higher resolution spectrum results in fewer photons 
collected per resolution element, hence lower SNR. Partly for this reason, FT- 
Raman acquisition is usually stated in terms of the number of interferometer 
scans added together before the Fourier transformation. A scan is defined 
as one excursion to the maximum mirror displacement, Ax,,,. At higher 
resolution, each scan requires more time, since Ax,,, is larger according to 
Eq. (9.6). Figure 9.5 shows the improvement in SNR with the number of 
scans when operating at fixed resolution (and therefore fixed mirror travel). In 
this case, the SNR is proportional to the square root of the number of scans 
(and to the square root of the total measurement time), since the resolution 
is constant. Figure 9.6 shows the decrease in SNR for fixed measurement 
time as the resolution is improved, since each resolution element is collecting 
fewer photons. The dependence of SNR on resolution is a sometimes complex 
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Figure 9.5. FT-Raman spectra of solid nylon obtained with 1064 nm excitation (245 mW) and 
a Bruker IF966 FT-Raman spectrometer with a germanium detector. Resolution was 4 cm-' 
in all cases, and the number of scans and associated total measurement time are shown. 
Blackman-Harris apodization, 2 x zero filling. 
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Figure 9.6. Effect of resolution on SNR for FT-Raman spectra of nylon, when total measurement 
time is kept constant. 

function of spectrometer throughput and the Raman band shape but has been 
considered in some detail for FTIR spectrometers (21). All else being equal, 
the SNR for a constant observation time is proportional to 65 or in some cases 
(6Q3/*. For the case of Figure 9.6, an increase in resolution from 8 to 2 cm-' 
has decreased the SNR by approximately a factor of 4. 
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As discussed in Section 4.6, the multiplex advantage does not apply as the 
detector noise decreases toward the shot noise limit and can be a disadvantage 
when detector noise becomes negligible, and Eq. (4.38) applies. Since current 
detectors that function above wavelengths of 1 pm are noisy, it is correct to 
say that a multiplex advantage occurs in this region via Eq. (4.37). However, 
if a new detector were invented that had zero noise in the 1000 to 1700 nm 
range relevant to 1064 nm excitation, FT-Raman would lose the multiplex 
advantage, and the SNR would be no better than the analogous scanning 
experiment, subject to the conditions outlined in Section 4.6. 

A second advantage of FT-Raman over dispersive techniques is the through- 
put (or Jacquinox) advantage. Spectral resolution does not depend on a narrow 
slit (as with dispersive/CCD systems), and an interferometer has a larger 
A Q  product as a result. In practical terms, the larger aperture means the 
focus need not be as tight nor as accurate as that for a dispersive system. 
A larger aperture is related to the “blur diameter,” which governs depth of 
focus (Section 6.3.2), so the focus for an FT-Raman spectrometer can be more 
forgiving than many dispersive systems. The relatively large depth of focus 
illustrated in Figure 6.13 for FT-Raman results from the larger aperture. 

A third advantage is the excellent frequency precision of interferometers 
compared to dispersive systems. The observed frequency does not depend on 
precise positioning of a grating and detector, rather it is determined from the 
observation of many sine wave periods in the interferogram. Most interfer- 
ometers incorporate a reference beam, such as a He-Ne laser, to monitor 
the moving mirror position. The analog-to-digital converter readings may be 
synchronized with interference fringes of this reference beam, so the interfer- 
ogram acquisition time is very precise. A practical consequence of frequency 
precision is spectral subtraction, in which small frequency offsets between 
two spectra can cause residues in the resulting subtracted spectrum (Fig. 5.5). 
Figure 9.7 illustrates subtraction of two FT-Raman spectra in which strong 
scattering from one component was subtracted from the spectrum of a mixture 
with minimal effect on the spectrum of the other component. The absence of 
a residue from the bis-phenyliminoterephthalaldehyde (BPT) spectrum after 
subtraction indicates excellent frequency precision. 

The disadvantages of FT-Raman compared to dispersive systems lie mainly 
in the area of SNR and detection limits. The various expressions for SNR for 
FT-Raman were discussed in Section 4.6, but some additional comments are 
useful here. Division of the signal for a particular wavelength, S l t ~ ,  by the 
noise given by Eq. (4.34) yields 

(9.7) 
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Figure 9.7. Example of spectral subtraction of FT-Raman spectra after subtraction of a spectrum 
of pure BPT (his-phenyliminoterephthalaldehyde, spectrum B) from that of a mixture of BPT 
and anthracene (A). The resulting spectrum (C) i s  nearly identical to that of pure anthracene (D). 
(Adapted from Reference 2, with permission.) 

where s, is the time derivative of Eq. (3.6), B, refers to background scattering, 
and @d is the dark signal in e-/sec. As noted in Section 5.2, a major advan- 
tage of FT-Raman is operation at longer laser wavelengths where B, is often 
significantly reduced due to lower sample fluorescence. For some samples, B, 
may be so large that the SNR approaches zero unless a long wavelength laser 
is used. However, longer wavelength lasers also yield less signal [according 
to the u4 factor, Eq. (2.14)], and @d increases sharply when the scattering to 
be detected exceeds the CCD cut-off at 1100 nm. Stated generally, the SNR 
is maximized when b, and @d in Eq. (9.7) are minimized and s, is maxi- 
mized. For fluorescent samples, shorter wavelengths will increase $, but may 
prohibitively increase B,. And B, may decrease sufficiently for longer wave- 
lengths, but & may become significant and the SNR degrades. In the case of 
FT-Raman with a 1064 nm laser, sample fluorescence (b,) is usually much 
lower than that for visible lasers, but current detectors yield a significant @d. 
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Even with this reduced SNR, there are many samples where fluorescence is too 
large to permit useful SNR with CCD/dispersive systems. Figure 9.8 shows the 
case of a polymer composite for which a useful spectrum was acquired with 
1064 nm excitation and FT-Raman, while a dispersive/CCD system operating 
at 514.5 or 785 nm yielded mainly (or entirely) broadband fluorescence. 

The sensitivity problem arises when the sample of interest does not fluo- 
resce significantly and does not require the 1064 nm wavelength of FT-Raman 
to reduce B, to an acceptable level. In this case, Eq. (9.7) predicts an SNR 
lower than a dispersive/CCD system [Eq. (4.20)] because of the contribution 
from detector noise (which is negligible in most CCD systems). If back- 
ground is not a major contribution to the noise, an FT-Raman spectrometer 
yields significantly lower SNR than a CCD system operated at shorter wave- 
length (e.g., see Fig. 5.4). Unfortunately, this problem is not easily solved due 
to the inherent properties of a multiplex spectrometer. If the detector noise is 
reduced to zero, then the multiplex advantage is lost and the SNR reverts to its 
single channel value [Eq. (4.39)]. The pragmatic conclusion drawn from this 
discussion centers on the important consequences of background scattering 
on the observed SNR. If the background is low enough to use a multichannel 
dispersive/CCD spectrometer, the SNR will be higher than that for a multiplex 
FT-Raman spectrometer. However, if the laser wavelength must be increased 
to 1064 nm to reduce the background, the only option currently available is 
FT-Raman. As noted in Chapter 5 ,  current multichannel technology places 
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Figure 9.8. Raman spectra of an polyethylene/pol ypropylene/oil mixture obtained with three 
laser wavelengths. The lower spectrum is an expansion of the FT-Raman (1064 nm) spectrum 
showing detail that was obscured by fluorescence at the other wavelengths. 
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special significance on the silicon CCD cut-off at 1100 nm. If the Raman 
scattering occurs at wavelengths shorter than this cut-off, a dispersive/CCD 
system will generally yield higher SNR than an FT-Raman system with similar 
experimental parameters. Stated more simply, a dispersive/CCD spectrometer 
will yield a spectrum with higher SNR than FT-Raman unless sample fluores- 
cence is significantly stronger than Raman scattering at the laser wavelength 
used for the dispersive/CCD experiment. 

An additional aspect of FT-Raman may be viewed as an advantage or a 
pitfall, depending upon the situation. For the common case of the detector noise 
limit [Eq. (4.37)], the SNRm depends linearly on the laser power density, P o .  
For most dispersive/CCD systems, which operate under a shot noise limit, 
the SNR is proportional to P z 2  [e.g., Eq. (4.20)]. So an increase in P o  has 
a larger effect on SNR in FT-Raman because the signal is being boosted 
above a noisy detector. As a consequence, laser powers used in FT-Raman 
can be quite high and sample heating can be a problem. Figure 9.9 shows a 
spectrum that exhibits black-body radiation at longer wavelengths (and larger 
Raman shift) due to sample heating. Since the focus in FT-Raman is not 
as tight as in dispersive spectrometers, the sample can often tolerate higher 
laser power. Furthermore, 1064 nm light is not strongly absorbed by many 
samples, so the FT-Raman beam generally causes less thermal and photo- 
chemical damage than a visible beam of similar power. The requirement for 
relatively high laser power makes lT-Raman generally less suitable for the 
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Figure 9.9. FT-Raman spectra of black electrical tape, 16 cm-' resolution. Four spectra were 
acquired successively, each composed of eight scans. Sample heating causes black-body radiation 
above 2500 cm-I. Rolloff above 3000 cm-' is due to detector response. 
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Raman microscopy techniques, discussed in Chapter 11, in which the laser is 
usually tightly focused. 

9.2.3. FT-Raman Instrumentation 

In part because many FT-Raman instruments were adaptations of existing 
FTIR spectrometer, there is a fairly wide variety of instrument configurations 
i n  current use. However, they all share the components shown in the block 
diagram of Figure 9.10. While all of the components shown are represented in 
the generic spectrometer of Figure 1.7, there are some important differences 
between the FT and dispersive spectrometers, beyond the obvious case of the 
wavelength analyzer itself. 

9.2.3.1 Excitation Laser 

All currently available commercial FT-Raman spectrometers use Nd:YAG 
lasers operating at 1064 nm, and most of those are diode pumped 
(Section 7.4.1). Such lasers are compact (approximately 3 x 3 x 12 in.), air- 
cooled, and operate on standard 1 10 VAC power. Commercial spectrometers 
generally have a laser power range of up to 1 W, with 300 to 500 mW being 
typical during spectrum acquisition. The laser output is filtered by a 1064 nm 
bandpass filter (Section 7.6.1) to remove spontaneous emission, then directed 
to the sample. As shown in Figure 9.10, some spectrometers have provision 
for either 180" geometry (using MI)  or 90" geometry (using M2). Since an 

Figure 9.10. Black diagram of an FT-Raman Spectrometer with 180" collection (MI in place) 
or 90" collection (MI absent). Optional lens permits tight or weak laser focus a1 sample. 
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interferometer has a larger aperture than the slit of a dispersive/CCD system, 
it is not always necessary to focus the laser to a small spot. For this reason, the 
beam steering mirror (or prism) M3 is placed to the right of the collection lens 
(Ll) in Figure 9.10. An optional focusing lens that may be easily removed 
and replaced is often placed in the laser beam path as shown. An unfocused 
or weakly focused laser is advantageous in FT-Raman because it lowers the 
power density at the sample and relaxes the tolerances on alignment of laser, 
collection optics, and sample. 

9.2.3.2 Collection Optics 

Although direct coupling of the collected light with the parallel path of the 
interferometer is possible (as shown in Fig. 9.3), the light usually passes 
through an aperture as shown in Figure 9.10. This aperture, often called a 
Jucquinox stop permits control of the degree of collimation in the interfer- 
ometer and excludes severely off axis light. The collection optics preceding 
this aperture can have quite low f / #  and large collection angles to exploit 
the relatively large AS2 product of the interferometer. For example, Ll might 
have a short focal length and low f / # ,  resulting in magnification of the laser 
spot at the aperture. Since the aperture is large compared to a slit, this magni- 
fication does not overfill the spectrometer. Both the weak laser focus and the 
high Q of L1 exploit the relatively large AQ product of the interferometer. 
As the resolution of the interferometer improves, the collimation requirement 
becomes more stringent, and the aperture diameter (and consequently the AR 
product) is decreased. 

The configuration of the collection optics is certainly not restricted to that 
shown in Figure 9.10. Reflective optics such as an off-axis paraboloid, similar 
to Figure 6.6, or spherical and elliptical optics similar to those of Figure 9.3 
are also available. Collection through a microscope is possible with FT-Raman, 
using techniques similar to those described in Chapter 11. However, Raman 
microscopes usually focus the laser very tightly, since the spatial resolution is 
usually directly related to spot size. For FT-Raman instruments, the generally 
high laser powers lead to sample damage when small spots are involved. 
Furthermore, the tight focus of a microscope usually underfills an FT-Raman 
spectrometer, thus “wasting” their high AR product. Fiber-optic sampling has 
also been demonstrated for FT-Raman (16,22), similar to that described in 
Chapter 12, but is not in common use at this writing. 

9.2.3.3 Interferometers 

Excellent interferometers were developed for FTIR and adapted for FT-Raman 
with minimal change. Since many FT-Raman spectrometers are configured 
as accessories to FTIR spectrometers, the interferometers are identical. An 
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Figure 9.11. Optical schematic of Bruker IT-Raman spectrometer based on an IFS 66 FTIR 
system. 

example is shown in Figure 9.11 in which the FT-Raman accessory consists 
of a laser, sample chamber, filter, and detector that are added to a stand-alone 
FTIR spectrometer. The optics of FTIR interferometers are optimized for use 
in the 400 to 4000 cm-' range, while FT-Raman involves the range from 
9398 cm-' (1064 nm) to 5898 cm-' (1695 nm). Usually a different beam- 
splitter is required for the FT-Raman range than for the mid-IR and, of course, 
a different detector (discussed below). 

9.2.3.4 Laser Rejection Filter 

As was the case for dispersive spectrometers, a laser rejection filter serves the 
essential function of reducing the strong elastically scattered laser light rela- 
tive to the weak Raman scattering. The problem is more severe in FT-Raman, 
however, because the laser light is distributed over the entire interferogram 
and contributes to the noise at every observed frequency. It was noted in 
Chapter 4 and Eq. (4.36) that the noise in an FT-Raman spectrum is propor- 
tional to the square root of the average intensity of light across the entire 
spectrum. So if significant laser intensity enters the interferometer, the SNR of 
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the entire spectrum is degraded. This problem of distributed noise requires FT- 
Raman spectrometers to have excellent laser rejection filters, either between 
the sample and the interferometer or immediately preceding the detector. 

The laser rejection filters used in FT-Raman are variations on the dielectric 
and holographic notch filters described in Section 8.2.5. Since the laser rejec- 
tion required is higher than that for a dispersive system, filter designs are often 
multistage and proprietary. High optical density for the laser is in conflict with 
the objective of observing low Raman shift values, and the designer faces a 
trade-off between distributed noise and low Raman shift performance. For a 
strong scatterer such as sulfur (Fig. 9.12), an FT-Raman instrument is capable 
of observing the band at 85 cm-'. While this performance is impressive, it 
is not likely to match that of the triple spectrograph for low Raman shift 
observations (e.g., Fig. 8.14). 

Filters often have variable transmission across the relevant spectral range, 
which can appear in the spectrum as a varying background. Figure 9.13A 
shows a spectrum of impure dinitrobenzene, which has a broad fluorescent 
background. The transmission of the rejection filter (dielectric in this case) 
oscillates 6 to 7 times over the 400 to 3300 cm-' Raman shift range, thus 
generating artifacts in the baseline. This problem is easily corrected by cali- 
brating the instrument response function as described in Chapter 10. Such a 
procedure was used to correct the spectrum of Figure 9.13A to yield 9.13B 
(4,14). Corrections of this type are important for both FT-Raman and disper- 
sive spectrometers, but they are not in common use at this time. 

Sulfur, FT-Raman 
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Figure 9.12. FT-Raman spectrum of solid sulfur, obtained with a Bruker 66 FTIR and Raman 
attachment. Filter rejection band blocks Raman shifts from +55 to -130 cm-'. Small feature at 
zero shift is the residual elastic scatter transmitted by the rejection filter. 
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Figure 9.13. FT-Raman spectra of a mildly fluorescent, impure sample of ortho dinitrobenzene 
before (A) and after (B) correction for instrumental response. Modulation at A is caused by the 
laser rejection filter. (Adapted from Reference 4, p. 104.) 

9.2.3.5 FT-Raman Detectors 

Currently available detectors for the 1100 to 1700 nm wavelength range 
appropriate to FT-Raman are low band gap semiconductors, particularly 
germanium (Ge) and indium gallium arsenide (InGaAs). When the band gap 
becomes small enough to detect the low-energy photons involved, dark signal 
increases due to the ease of thermal electronhole generation. Even when Ge 
and InGaAs are cooled, the dark signal significantly exceeds that of silicon. In 
addition to photometric linearity, the important specifications for FT-Raman 
detectors are the dark signal and the quantum efficiency (QE), curve. QE 
curves for Ge and InGaAs are shown in Figure 9.14. These curves are quite 
dependent on temperature and also vary somewhat with doping and other 
aspects of fabrication. It is common practice to select one or a few units out 
of a batch of apparently identical detectors, on the basis of low dark noise or 
an attractive QE curve. As a consequence, relative intensities and SNR can 
vary after a detector is replaced. 

As was the case with CCDs, the QE curve of an FT-Raman detector can 
significantly affect the appearance of an uncorrected spectrum. Figure 9. IS 
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Figure 9.14. Response curves of semiconductor detectors, with Raman shift range shown relative 
to 1064 nm. D* is proportional to quantum efficiency and is defined in the FTIR literature (21). 
Note the logarithmic D* axis and the nonlinear frequency axis. 
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Figure 9.15. Uncorrected FT-Raman spectra of pyridine obtained with different detectors, 
showing distortion of relative intensities caused by quantum efficiency variation across the spec- 
trum. (Adapted from Reference 4, p. 92.) 
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Figure 9.16. Uncorrected FFRaman spectra of anthracene, showing variation in detector res- 
ponse with detector temperature. (Adapted from Reference 4, p. 99.) 

shows spectra of pyridine acquired with Ge and InGaAs detectors under other- 
wise similar conditions. Note the large difference in C - H stretch intensity, 
since this Ge detector has diminished sensitivity at -1600 nm (-3000 cm-I). 
Figure 9.16 shows that a given detector can be affected by temperature, in this 
case causing disappearance of the C - H region for a cooled InGaAs detector. 
Fortunately, these effects are generally correctable using a response function 
correction (Section 10.3), provided there is adequate signal to analyze. 

9.3. MULTICHANNEL FOURIER TRANSFORM RAMAN SPECTROSCOPY 

A general comparison of dispersive and FT-Raman spectrometers reveals some 
complementary properties inherent in the two methods of wavelength analysis. 
A dispersive/CCD system has a multichannel advantage arising from parallel 
detection of many wavelengths but requires a small slit to match small detector 
elements, thus limiting the AD product. FT-Raman has a large AD and excel- 
lent precision, but a noisy detector and the multiplex disadvantage lead to 
lower SNR. There is obvious merit in techniques that might unify the two 
methods and maintain the positive points of both. A step toward this goal is 
the multichannel Fourier transform (MCFT) spectrometer, which uses a CCD 
to detect an interferogram, then FT techniques to analyze the results (22,23). 
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Figure 9.17. Common path (Sagnac) interferometer used for multichannel FT-Raman: ‘a’ and 
‘b’ indicate two paths followed by light leaving the beamsplitter (BS). CdTe acts as a long pass 
filter. (Adapted from Reference 22 with permission.) 

The apparatus for MCFT Raman is shown in Figure 9.17. A Sagnac or 
common path interferometer generates an interferogram by splitting the inci- 
dent beam and recombining the two halves after introducing a path length 
difference. Without the need for a moving mirror, an interferogram is generated 
at the focal plane of L4 and is detected by a CCD. The entire apparatus is static, 
and data acquisition is controlled electronically by the CCD. Instead of moni- 
toring a single detector during mirror movement, the MCFT approach reads the 
static interferogram with many CCD pixels. An interferogram resulting from 
Raman scattering from naphthalene is shown in Figure 9.18, and its Fourier 
transform is shown in Figure 9.19. 

Although the MCFT system and conventional FT-Raman generate and 
monitor the interferogram in different ways, they share certain properties. 
First, the MCFT has no slit, and the aperture is comparable to that of a 
Michelson interferometer, so the large AR product is retained. Experimen- 
tally, minimal signal loss ( t 10  per cent) was observed when the laser spot 
size was increased from 0.1 to 1 .O mm (23). Second, the spectral coverage 
is large for both MCFT and FT-Raman and is independent of mirror travel 
(for the Michelson system) or the number of pixels (for MCFT). Third, 
observed frequency is determined from the entire interferogram, so frequency 
precision and stability are excellent for both MCFT and conventional FT- 
Raman. 
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Figure 9.18. Raw interferogram (A) obtained with 1024-pixel CCD using MCFT. Sample is 
naphthalene illuminated by 135 mW of 830 nin light, 5-sec integration; B is the same data after 
removal of low-frequency components and zero tilling to 2000 points; C is after reflection of 
the right half of the interferogram through the centerburst. (Adapted from Reference 22 with 
permission.) 

The two main differences between MCFT and conventional FT-Raman are 
both derived from the characteristics of the CCD, and both are fundamental. 
First, the resolution depends on the number of CCD elements along the inter- 
ferogram axis. Since one cannot arbitrarily vary the size of the CCD or the 
pixel spacing, there is less flexibility than with a Michelson system, where 
mirror travel and sampling rate are variable. For the configuration shown in 
Figure 9.17, Eq. (9.8) applies (23): 

where 63 is the resolution (in reciprocal centimeters), VMAX is the maximum 
observed frequency (in reciprocal centimeters), and N c  is the number of 
CCD pixels along the axis of the interferogram. For a 785 nm laser (VMAX = 
12740 cm-I) and a 1024-element CCD, 6V is 25 cm-I. This modest resolu- 
tion may be improved by increasing Nc by mathematical techniques during 
the FT to about 14 cm-'. The best resolution achieved thus far with MCFT 
is 8 cm-' (Fig. 9.20), achieved with an optical heterodyne approach (24). 
Resolutions in the 8 to 14 cm-' range can certainly be useful for many appli- 
cations, but MCFT resolution is unlikely to exceed or even approach that of 
the best FT-Raman and dispersive techniques. 

The second fundamental issue of MCFT bears on the now familiar question 
of SNR. Since the CCD operates at or near the shot noise limit, the SNR is 
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Figure 9.19. (A) Fourier transform of interferogram of Figure 9.18A, showing entire Raman shift 
range; (B) expansion of A over 300- to 1800 cm-' range. (C) FT of Figure 9.18B. (D) FT of 
Figure 9.18C showing resolution improvement from data reflection. (E) Spectrum of naphthalene 
obtained with dispersive/CCD spectrometer, 5 sec, 135 mW. (Adapted from Reference 22 with 
permission.) 

not controlled by detector noise. However, the noise is still distributed over 
the entire interferogram, so the SNR is dictated by Eq. (4.38). The SNR of 
the MCFT is similar to that of a conventional FT-Raman system if both 
instruments use a shot-noise-limited detector. So the SNR depends on the 
density of spectral features, as discussed in Section 4.6. In general, the SNR 
for MCFT will be lower than the analogous dispersive experiment due to the 
contribution of distributed noise. This shortfall is compensated somewhat by 
the higher AQ product of MCFT, but the resulting SNR is still lower than a 
dispersive experiment for typical conditions. 

Since MCFT offers lower (and fixed) resolution compared to conventional 
FT-Raman, and it is currently limited to the silicon detection range, it is 
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Figure 9.20. Resolution improvement in MCFT using an optical heterodyne resulting from a 
beat frequency caused by a transmission diffraction grating imaged at the CCD. Spectra are not 
response corrected, resulting in variation of relative intensities. Sample was a commercial Tylenol 
tablet. (Adapted from Reference 23 with permission.) 
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unlikely to compete favorably with existing dispersive or FT-Raman tech- 
niques in the laboratory. However, the rugged design, lack of moving parts, 
excellent stability, and large entrance aperture may be useful for certain dedi- 
cated applications where resolution is not a high priority (24). 

9.4. EXTENSIONS OF FT-RAMAN FOR LONGER WAVELENGTH 
OPERATION 

After consideration of the properties of dispersive/CCD Raman spectroscopy 
and FT-Raman, questions about alternative approaches to conventional FT- 
Raman often arise. First, can fluorescence be further reduced by using still 
longer laser wavelengths? Second, wouldn't the best solution be a shot-noise- 
limited multichannel system operating above 1000 nm? Both of these 
questions have been addressed experimentally, but given current technology 
the associated hardware developments are not yet ready for widespread use. 

A conventional Nd:YAG laser may be modified to operate at 1339 nm by 
changing its mirrors, and a germanium detector is suitable for detecting the 
resulting Raman scattering up to a Raman shift of 1800 cm-' (25). By using a 
longer laser wavelength, the likelihood of sample fluorescence is reduced and 
a wider range of samples should be accessible. The cross section is lower 
by a factor of 2 (for u') or 2.5 (for u4) for a 1339 nm laser compared 
to 1064 nm. In the case of a germanium detector, the cross-section loss is 
compensated by increased detector efficiency, at least up to 1800 cm-'. The 
benefit of 1339 nm operation is shown in Figure 9.21 for a sample of copper 
phthalocyanine. Raman scattering is barely visible above the fluorescence for 
1064 nm excitation, while the Raman scattering is dominant for the longer 
laser wavelength. 

The generality of this benefit to a wide range of samples is difficult to assess 
in any quantitative manner. There are samples that fluoresce deep into the 
infrared, such as near-infrared (NIR) laser dyes and will defeat any existing 
Raman spectrometer. On the other hand, if the mix of anticipated samples 
includes large molecules or fluorescent impurities, a longer laser wavelength 
is more likely to yield useful Raman spectra. At least with current technology, 
shorter wavelengths and multichannel spectrometers favor high sensitivity but 
risk fluorescence, while long laser wavelengths reduce both fluorescence and 
sensitivity. 

So why not use a multichannel detector above 1000 nm? The u4 factor 
would still yield lower cross sections, but the multichannel detector would 
boost SNR without the distributed noise problem of FT-Raman. An array 
detector with negligible dark (and readout) noise that is sensitive in the 1000 
to 1700 nm range would seem ideal, yielding the sensitivity of multichannel 
detection and the low fluorescence of 1064 nm excitation. Such detectors 
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Figure 9.21. 
tation. (Adapted from Reference 24 with permission.) 

T-Raman spectra of copper phthalocyanine obtained with 1064 and 1 39 nm exci- 

would indeed be attractive, but they do not yet exist. There are red-sensitized 
CCDs based on platinum silicide that have adequate red response but low 
quantum efficiency. Ge and InGaAs arrays are available but have high dark 
noise compared to silicon CCDs (26). Perhaps because NIR detectors are not 
of interest to the consumer video industry, their development has lagged that 
of high-quality visible CCDs. The goal of a low-noise, multichannel detector 
for the region above 1000 nm is certainly attractive for Raman spectroscopy 
but has so far remained elusive. 

9.5. FT-RAMAN EXAMPLES 

Table 9.1 lists some applications of FT-Raman to a variety of samples. The list 
is illustrative rather than comprehensive, but it does indicate the wide range 
of problems amenable to FT-Raman. 
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Table 9.1. Examples of FT-Raman Applications 

Application Comments Reference 

Lipids, solvents 
Pure solids, liquids 
Polyethylene, PET 
Cimetidine polymorphs 
Fluorescent samples 
Adsorbed monolayers 
Biological macromolecules 
Food analysis 
Sugars, proteins 
Oxygenates in gasoline 
Petroleum additives 
Low-density polyethylene 
Oxygenates in gasoline 
Basal cell carcinoma 
High-temperature polymerization 

Fiber-optic sampling 
Fiber-optic sampling 

Pulsed, step-scan 
Surface-enhanced FT-Raman 

Carotenoid, fatty acids 
2-D correlation with NIR absorption 
Compared to NIR 
Compared to mid-IR and NIR 
Multivariate data analysis 
Compared to IT-IR, NIR 
Diagnostic 
>250"C 

16 
22 
27 
28 
29 

30-32 
33 
34 
35 
36 
37 
38 
39 
40 
41 

1. 

2. 
3. 

4. 

5. 

6. 
7. 
8. 
9. 

10. 

11 

12 

13 
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CHAPTER 

10 

CALIBRATION AND VALIDATION 

10.1. OVERVIEW 

Calibration is used here to describe whatever process is used to relate observed 
spectral frequencies and intensities to their true values, and validation is a 
procedure to verify the calibration and determine the magnitude of exper- 
imental error. Raman spectroscopy is a demanding technique in terms of 
reproducibility and accuracy and involves a variety of instrumental configura- 
tions. Calibration is often the source of irreproducibility and inconsistency in 
reported Raman spectra. This chapter is divided into four general sections: 
frequency calibration (1 0.2), response function calibration (1 0.3), absolute 
response calibration (10.4), and a summary of procedures (10.5). For each 
section, standards and procedures for instrument validation are considered. 

10.2. FREQUENCY AND RAMAN SHIFT CALIBRATION 

Even a cursory examination of Raman shift values reported in the literature 
reveals significant variations, often greater than f 5  cm-'. Even small changes 
in true Raman shift can be scientifically informative, so it is quite unfortunate 
if such effects are obscured by instrumental or random error. Reported Raman 
shift values are currently more prone to error than Fourier transform infrared 
(FTIR) frequencies for two reasons. First, Raman shift involves the difference 
of two frequencies (laser and Raman scattering), each of which may be subject 
to measurement error, while FTIR is usually a measurement of one frequency. 
Second, the higher absolute frequencies involved in Raman must be deter- 
mined to a higher degree of relative accuracy. For example, measurement 
of a 1000 cm-' vibration with FTIR to an accuracy of f l  ern-.' requires 
relative frequency error of 0.1 per cent. The same observation with Raman 
spectroscopy and a 5 14.5 nm laser requires a frequency measurement accurate 
to 1 cm-' in 18,435 cm-' (19,435-lOOO), or 0.005 percent. Such accuracy is 
readily achievable with modem Raman instruments but does require extra care. 

25 1 
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10.2.1. Frequency Calibration with Absolute Frequency Standards 

The most common approach to frequency calibration is based on known 
frequency standards, usually atomic emission from gases. Neon, argon, and 
mercury lamps are readily available, and a large number of accurate frequen- 
cies (36  significant figures) are available (1 -4). The atomic source is placed 
at (or in the vicinity of) the normal sample position, and the resulting spec- 
trum is recorded using the same optical conditions to be used for the sample. 
Using a table of known frequencies (or wavelengths), an appropriate mathe- 
matical function is then fit to the observed frequencies, thus relating observed 
to actual frequency. In order to calibrate Raman shift, the laser frequency must 
be known accurately or determined with the spectrometer. Apparent Raman 
shifts for several neon lines are shown in Figure 10.1, relative to the Ar+ laser 
at 514.532 nm. 

The simplest case of an absolute calibration employs the laser line itself 
to calibrate a dispersive spectrometer. With the system positioned so the 
laser line is on the spectrum, the spectrometer is fine tuned so the laser 

x 60- 
1 
I I, I I 

c? 
00 
d m 
m 

m 
m 
r; 
M 
0 
CI 

0 1000 2000 3000 

Raman shift, cm-1 relative to 514.532 nm 
Figure 10.1. Spectra of neon bulb emission, expressed as Raman shift (in air) relative to 
514.532 nm. Obtained with Spex 1402 double monochromator, RCA 31034 PMT. Indicated 
values were calculated from Reference 2. 
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corresponds to zero Raman shift. Once the position of zero Raman shift is 
known, observed Raman shifts may be calculated from the dispersion relation- 
ships from Chapter 8. The accuracy of the calibration for the entire Raman 
shift range depends on the accuracy of the optomechanical system, particularly 
positioning accuracy of the grating. For high-quality dispersive spectrome- 
ters, this one-point frequency calibration can be quite accurate, in the range 
of f l  cm-’. However, random variations in the mechanical drive, expan- 
sion with temperature, and optical aberrations can easily generate errors of 
several wavenumbers, and a one-point calibration is risky for many dispersive 
systems. 

For FT-Raman spectrometers, an equivalent one-point calibration is more 
reliable because interferometers are less prone to mechanical errors. Nearly 
all interferometer designs include a well-defined reference wavelength (often 
a He-Ne laser at 632.8 nm), which is used to control data acquisition. In 
addition, observed FT frequencies are calculated from a large number of indi- 
vidual measurements, so minor mechanical jitter and random timing errors are 
averaged out. Provided the laser and reference frequencies are known accu- 
rately, an observed FT-Raman frequency is quite accurate, and the one-point 
calibration is usually adequate. 

Returning to the dispersive case, it is far more reliable to use many calibra- 
tion lines than to use only one. Ideally, a large number of accurately known 
frequencies would be dispersed across the spectrum, then observed under 
the same conditions as the sample. Assuming the optical and data acquisi- 
tion conditions are precisely reproduced for the standard and the sample, the 
sample frequencies may be accurately calculated from the standard spectrum. 
As noted earlier, Raman shifts may then be determined from the equally 
accurately known laser frequency. 

Extensive tables of atomic emission wavelengths for Ne, Ar, Ar+, and the 
like are available for both vacuum and atmospheric conditions. Since the wave- 
length analyzer is nearly always operating in air, the appropriate frequency 
values obtained in air should be used. The difference between vacuum and 
air frequencies is about 5 cm-’ at 20,000 cm-’ (500 nm) and can represent 
a substantial error. Note that the analyzer atmosphere is what counts, not the 
sample atmosphere, as far as frequency calibration is concerned. Table 10.1 
lists frequencies for neon emission in the region of 514.5 to 624 nm, stated in 
terms of Raman shift relative to the Ar+ laser line at 514.532 nm. Since Raman 
shift is a nonlinear function of position on the charge-coupled device (CCD) or 
focal plane for a dispersive spectrometer, the calibration function must itself 
be nonlinear. Second- and third-order polynomials are generally used to fit the 
observed detector output to the known Raman shifts of the standard. The use 
of polynomials higher than third order leads to “overfitting” and poorer shift 
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Table 10.1. Frequency Shifts (in Air) 
of Neon Emission Lines Relative to 

514.532 nm 

Approximate Relative 
Raman shift Intensity 
(cm-'1" (2348.4 cm-' = 100) 

25.0520 
162.161 
218.766 
243.369 
286.676 
496.049 
560.764 
584.136 
676.148 
720.053 
740.766 
778.463 
918.545 

103 1.31 
1458.47 
1744.06 
1756.86 
1859.88 
1950.25 
2038.68 
2087.33 
2206.98 
2253.47 
2348.39 
2407.56 
2433.81 
2493.06 
2504.43 
2525.06 
2540.12 
2613.81 
2661.18 
2672.00 
2700.23 
2734.81 
2745.25 
2851.38 
2972.44 

0.10 
0.12 
0.12 
0.03 
0.16 
0.02 
0.08 
0.048 
1 .0 
0.32 
0.024 
0.048 
2.4 
0.06 
0.2 
0.06 
0.40 
0.32 
0.2 
0.48 
3.2 
0.48 
1.6 

0.8 

1.6 
0.6 
0.32 
0.32 

0.2 
0.8 

0.48 
0.2 

100. 

40 

48 

12 

20 
48 

(continued next puge) 
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Table 10.1. (continued) 

Approximate Relative 
Raman shift Intensity 
(crn-’Ia (2348.4 cm-’ = 100) 

3031.38 60 
3117.80 4 
3156.61 60 
3210.84 40 
3259.52 0.8 
3350.94 40 

‘Calculated from Ne and Ar+ wavelengths 
in air. from Reference 2. 

accuracy (5) .  Since the frequency is related to l / h ,  the calibration function is 
monotonic and smooth, so high-order polynomials are unnecessary. 

Atomic emission sources have the advantage of numerous calibration lines 
covering a wide spectral range, but they do have a problem that affects ultimate 
Raman shift accuracy. All spectrometers, including dispersive and interfero- 
metric, exhibit small apparent frequency shifts that depend on sample position. 
If the light being analyzed enters the spectrometer from different directions, a 
given frequency will be imaged at slightly different points on the detector. For 
an FT-Raman system, variations in input angle result in differences in optical 
path length, and therefore small apparent frequency shifts. It is difficult to posi- 
tion the atomic emission source at exactly the same point as the laser focus, 
so these small positioning errors arise. The errors can rage from near zero to a 
few reciprocal centimeters but are impossible to eliminate unless the standard 
and the sample illuminate the spectrometer with exactly the same geometry. 

When the laser itself is based on atomic emission (e.g., Ar+, Kr+, 
He-Ne), a convenient alternative to an atomic emission lamp is available. 
The “background” atomic emission from the laser (often called plasma lines) 
are normally filtered out with a bandpass filter before reaching the sample. 
If the filter is temporarily removed, these lines will be focused at the sample 
position. A white material (e.g., Teflon, paper, even glass) will scatter this 
light into the spectrometer and provide the same calibration lines as an atomic 
emission lamp (3,6). Table 10.2 lists many of the plasma lines for an Ar+ 
laser in terms of Raman shift relative to 514.532 nm. Not only does the laser 
provide a “built-in” calibration source (accessible simply by removing the 
bandpass filter and perhaps detuning the laser to reduce 514.5 nm output), 
but the calibration light “automatically” reproduces the sample geometry. 
Several tables of Raman shifts of plasma lines from common lasers have 
been published (3,6). 
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Table 10.2. Argon Emission Lines" 

Raman Shift cm-', Relative Intensity 
Relative to 514.532 (514.532 nm = 100) 

-319.76 140 
0 100 

116.07 4.1 
266.36 2 
520.44 15 
908.12 1.8 

1101.00 1.9 
1442.33 3.0 
1599.44 4.8 
1738.23 2.9 
21 11.10 6.9 
2521.63 3.8 
305 1.22 9.1 
3233.69 140 
3417.52 59 
3808.22 16 

'Calculated from data in Reference 6.  

Whatever the atomic line source, it is up to the user or instrument designer 
to decide how many calibration lines to use. The availability of lines depends 
somewhat on the spectral region, but there are usually enough available for Ne, 
Ar, and Hg sources. The number required depends on the desired accuracy, 
but generally at least 10 lines spread across the spectral range of interest 
are required. It is difficult to generalize for the many types of instruments 
and applications, but some guidance on designing a calibration procedure is 
provided in Section 10.2.3. A calibration based on an atomic line source is 
built into some commercially available spectrometers (e.g., Kaiser, Chromex). 
Automatic frequency calibration is important for correcting for drift caused 
by temperature changes or vibrations, particularly in a process monitoring 
application where environmental control is lacking. 

Figures 10.2 and 10.3 demonstrate the value of frequent calibration for the 
case of an unstable laser. An unstabilized single-mode diode laser exhibited 
mode hops over several hours, causing a laser frequency shift of 13 cm-'. 
If the Raman shift axis was not recalibrated after a mode hop, the apparent 
Raman shift also changes by 13 cm-'. Spectra before and after a mode hop 
are shown in Figures 10.2A and 10.2B, along with their difference. The mode 
hop caused a severe subtraction artifact due to the imprecise Raman shifts. 
Figure 10.3 shows spectra before and after the mode hop, but with the laser and 
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without automatic 1 

A-B 1 

# I  I l l 1 1  1 1  

600 900 1200 

Raman shift, cm-I 

Figure 10.2. Spectra of benzene obtained one hour apart from a spectrometer with an unstable 
diode laser. Raman shift axis was not recalibrated between A and B, causing a 13 cm-' shift 
due to a laser mode hop. Both spectra and their difference use the same intensity scale. 

Raman wavelengths recalibrated frequently (and automatically). Although the 
laser frequency shifted by 13 cm-', the shift was compensated by recalibra- 
tion, and the observed Raman shift was unchanged to t0.3 cm-'. Automatic 
recalibration can also correct for thermal or mechanical drift of the grating 
and several other effects that cause Raman shift imprecision. 

The procedures used to calibrate the Raman shift axis with neon lines can 
be fairly complex, due to subtleties introduced by the use of CCDs (5, 7- 10). 
The image of the entrance slit usually covers more than one CCD pixel along 
the wavelength axis, and the Raman bandshape might be distributed over 
several pixels as well. So the observed Raman peak is a convolution of the 
slit function, the pixel width, and the line shape. These issues can become 
important when tl cm-' accuracy is required or when comparing spectra 
from different insturements (7,9). 

10.2.2. Frequency Calibration with Raman Shift Standards 

Determination of Raman shift with absolute wavelength standards always 
requires subtraction of two frequencies, those for the laser and the Raman 
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with automatic 
frequency calibration: 

A 

B 

A-B 

I 1  I I I I I  I 1  

600 900 1200 

Raman shift, cm-’ 

Figure 10.3. Same as Figure 10.3, but the instrument automatically recalibrated the shift axis 
against argon emission lines, compensating for the mode hop. Results obtained on a Chromex 
“Sentinel” spectrometer. Both spectra and their difference use the same intensity scale. 

scattering. In many cases (e.g., Ar+, He-Ne), the laser frequency is known 
very accurately and the subtraction of the scattering frequency does not incur 
additional error. However, the growing popularity of diode lasers raises the 
possibility that the laser frequency is not known accurately and may even vary 
with time, temperature, and so forth. For cases where the laser frequency is 
not fixed inherently by an atomic line (or similar), both the laser and Raman 
frequencies must be determined to the desired accuracy before the Raman shift 
is calculated. 

Raman shift standards provide a different means of calibration that does not 
depend on accurate knowledge of the laser frequency provided it is constant. 
Given a set of accurately known Raman frequencies for convenient standard 
samples, one may calibrate the Raman shift axis without knowing the laser 
frequency. Of course, the laser must be stable during the time between calibra- 
tion and use, at least as stable as the desired accuracy. An additional advantage 
of Raman shift standards is their duplication of the sampling geometry. Since 
the standard is “just another sample,” it can precisely reproduce the optical 
geometry used for actual samples. 
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A working group of the ASTM (American Society for Testing and Mate- 
rials) selected and analyzed several readily obtainable materials as Raman shift 
standards. Materials from different sources and/or batches were examined by at 
least six independent laboratories, using both dispersive and FT-Raman spec- 
trometers. These labs used whatever calibration procedure they had in place, 
and the operators did not have access to predetermined accurate Raman shift 
values. The committee collected and tabulated the results and the eight sets of 
Raman shifts were published as an ASTM standard (1 1). A typical data set is 
shown in Table 10.3 for the case of naphthalene. The average Raman shift for 
those peaks exhibiting standard deviations of < 1 cm-' for eight different stan- 
dard materials are listed in Table 10.4. A few frequencies at the extremes of 
the Raman shift range are based on fewer than six determinations or have 
standard deviations larger than 1 cm-', as indicated in the table. Spectra 
of six of the eight ASTM standards are shown in Figures 10.4, 10.5, and 
10.6. The other two are 4-acetamidophenol (Fig. 5.7) and sulfur (Fig. 8.14). 
These eight standards were chosen for a variety of reasons, including wide 
spectral coverage (benzonitrile, acetonitrile/toluene), low Raman shift values 
(sulfur), low toxicity (4-acetamidophenol, polystyrene), strong Raman scat- 
tering [sulfur, bis-(2-methylstyryl) benzene], and compatibility with ultraviolet 
(UV), visible, and near-infrared (NIR) excitation (cyclohexane). Indene has 
been proposed as a shift standard based on a different procedure (3 ) ,  and 
several of its peak frequencies are included in Table 10.4. 

The Raman shifts listed in Table 10.4 are quite useful for verifying 
frequency accuracy, but there are some caveats associated with their use. They 
were determined with 1064- and 514.5 nm lasers, and changes in observed 
frequencies are possible at other wavelengths due to resonance effects. The 
procedures used for peak frequency determination are not part of the standard 
and can affect observed frequency. For example, a peak frequency taken 
from the maximum scattering intensity may differ slightly from the center- 
of-gravity frequency determined from the entire Raman band. Finally, the 
laboratories reporting results that contributed to Table 10.4 did not use a 
standard calibration procedure, thus contributing to the observed standard 
deviation of 0.3 to 1 cm-'. More accurate shift standards than these are 
necessary for measurements requiring shift accuracy less than a few tenths 
of a wavenumber. 

With a set of standard Raman shifts in hand, an instrument's Raman shift 
axis may be calibrated from a spectrum of one or more standards from 
Table 10.4. The same mathematical procedure used for atomic emission stan- 
dards is employed, usually involving a quadratic or cubic fit of the observed to 
the actual frequencies from Table 10.4. As noted earlier, Raman shift standards 
provide a more direct calibration than an atomic emission lamp, with no need 
to accurately determine the laser frequency. The disadvantage of calibration 
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Table 10.4. Raman Shifts of Standard Samples (ASTM E1840-96)a 

Average (cm-')f Number Relative 
Sample Standard Deviation of Points Instensityb 

4-Acetamidophenol 213.3 f 1.77 
(active ingredient of 329.2 f 0.52 
Tylenol) 390.9 f 0.76 

465.1 f 0.30 
504.0 f 0.60 
651.6 f 0.50 
710.8 f 0.68 
797.2 f 0.48 
834.5 f 0.46 
857.9 f 0.50 
968.7 f 0.60 
1105.5 =t 0.27 
1168.5 f 0.65 
1236.8 f 0.46 
1278.5 f 0.45 
1323.9 f 0.46 
1371.5f0.11 
1515.1 f 0.70 
1561.5 f 0.52 
1648.4 f 0.50 
293 1.1 f 0.63 
3064.6 f 0.31 
3102.4 f 0.95 
3326.6 f 2.18 

Acetonitrile/Toluene 378.5 f 0.92 
(50/50 v/v) 521.7 f 0.34 

786.5 f 0.40 
919.0 f 0.40 
1003.6 f 0.37 
1030.6 f 0.36 
1211.4 f 0.32 
1605.1 f 0.47 
2253.7 f 0.42 
2292.6 f 0.89 
2940.8 f 0.25 
3057.1 f 0.63 
460.9 f 0.73 
548.5 f 0.82 

Benzonitrile 

5 17 
6 11 
6 25 
6 11 
6 11 
6 33 
6 17 
6 45 
6 14 
6 82 
6 12 
6 7 
6 70 
6 75 
6 42 
6 100 
6 38 
6 9 
6 37 
6 73 
6 29 
6 26 
6 20 
3 7 

7 4 (A)" 
7 10 (TI 
7 39 (TI 
7 11 (A) 
7 100 (T) 

7 23 (TI 
7 16 (T) 
7 6 (TI 
7 44 (A) 
7 5 (A) 
7 64 (A) 
7 30 (TI 
6 15 
6 7 
(continued next page)  
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Table 10.4. (continued) 

Average (crn-')f Number Relative 
Sample Standard Deviation of Points Instensityb 

Cyclohexane 

Indene" 

751.3 f 0.74 
767.1 f 0.59 
1000.7 f 0.98 
1026.6 f 0.81 
1177.9 f 0.82 
1192.6 f 0.56 
1598.9 f 0.70 
2229.4 f 0.39 
3072.3 f 0.41 

1,4 Bis(2-methylstyryl) 456.0 f 5 6  
benzene 642.4 i .12 

841.6 f .28 
950.1 f .13 
978.0 f .16 
1104.1 It .31 
1177.7 f .56 
1290.7 f .28 
1316.9 i .94 
1334.5 f .I6 
1555.2 f .19 
1593.1 f .44 
1627.9 f .23 
384.1 f 0.78 
426.3 f 0.41 
801.3 f 0.96 
1028.3 f 0.45 
1157.6 f 0.94 
1266.4 f 0.58 
1444.4 It 0.30 
2664.4 f 0.42 
2852.9 f 0.32 
2923.8 f 0.36 
2938.3 f 0.51 

730.4 f 0.5 
1018.3 f 0.5 
1205.6 f 0.5 
1552.7 f 0.5 
1610.2 f 0.5 

6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 

10 
10 
100 
13 
20 
25 
36 
67 
26 
3 
3 
4 
4 
6 
5 

49 
9 
10 
12 
18 

100 
56 
2 
3 

95 
15 
6 
14 
12 
8 

100 
58 
67 
97 
100 
67 
50 
47 

(continued next puge)  
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Table 10.4. (continued) 

Average (crn-’)f Number Relative 
Sample Standard Deviation of Points Instensityb 

2892.2 f 1.0 
3054.7 f 1.0 

Naphthalene 513.8 f 0.31 
763.8 f 0.31 
1021.6 f 0.49 
1147.2 f 0.34 
1382.2 f 0.31 
1464.5 f 0.29 
1576.6 f 0.29 
3056.4 f 0.41 

Polystyrene 620.9 f 0.69 
795.8 f 0.78 
1001.4 f 0.54 
1031.8 f 0.43 
1155.3 f 0.56 
1450.5 f 0.56 
1583.1 f 0.86 
1602.3 f 0.73 
2852.4 f 0.89 
2904.5 f 1.22 
3054.3 f 1.36 

153.8 f 0.50 
219.1 f 0.57 
473.2 f 0.49 

Sulfur 85.1 f 2.6 

7 
6 
7 
7 
7 
7 
7 
7 
6 
6 
6 
6 
6 
6 
6 
6 
5 
5 

6 
3 
6 
7 
7 

28 
28 
29 
30 
11 
6 

100 
12 
16 
32 
16 
10 
100 
27 
13 
8 
12 
28 
9 
13 
32 
17 
38 
100 
36 

UFrorn Reference 1 I .  
bFor 514.5 nm laser, RCA 31032 PMT, uncorrected for spectral 
response. 
“(A) denotes acetonitrile band; (T) denotes toluene band. 
dFrom Reference 3, p. 64. 

with shift standards is the lower density of available frequencies compared 
to atomic emission lamps. There are many more frequencies available for an 
atomic emission source, and they cover the entire spectrum with reasonable 
density. For example, only a few shift standards are available between 1800 
and 2700 cm-’, and fewer shift standards are available overall, compared 
to atomic emission lines. So the fit used for calibration is usually based 
on fewer, less well distributed points. That said, the shift standard is “just 
another sample” and is easy to implement. The shift standard reproduces 
the sample observation geometry more accurately than an atomic emission 
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Figure 10.4. Uncorrected spectra of a 50/50 acetonitriIe/toluene mixture and neat benzonitrile 
obtained with a Spex 1403, RCA 31034A PMT, and 514.532 nm laser. Raman shift values are 
from ASTM El840 standard (1 1). 
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Figure 10.5. Spectra of 2,4-bis(2-methylstyryl)benzene and cyclohexane. Same conditions as 
Figure 10.4, with ASTM standard frequencies accompanying each peak. 
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Figure 10.6. Spectra of naphthalene and polystyrene solids; conditions as in Figure 10.4. 
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source, thus reducing small frequency shifts resulting from sample position. 
Once the computer software is written, a shift calibration may be incorporated 
nearly automatically, with the user required only to run a calibration standard 
periodically. 

10.2.3. Validation of Raman Shift Calibration 

Validation and qualijication are terms often used to describe procedures for 
verifying instrument performance. QuaZiJication will be used here to describe 
a procedure for testing the initial performance of an instrument as it is received 
from a vendor or configured from components for the first time. The qual- 
ification procedure establishes the best performance achievable for a fully 
functional instrument in terms of frequency, accuracy, resolution, and the 
like. Validation is a simpler procedure repeated periodically to verify that 
instrument performance has not degraded over time. For example, the peak 
frequency of a particular Raman band of a standard might be determined at 
the beginning of each working day to check if some error (e.g., a mechanical 
offset) has arisen since the previous use. Under these definitions, qualification 
establishes the level of instrumental accuracy achievable when functioning 
properly, and validation provides a periodic check that accuracy has not 
degraded over time. When a particular instrument or analytical procedure is to 
be used to meet quality control or regulatory requirements, it is important that 
qualification and validation protocols be established clearly. When regulatory 
or patent issues are involved, the procedures are likely to be included in the 
user's permanent record. 

For the case of Raman shift accuracy, the simplest criterion for tracking 
instrument performance is the standard deviation of several observed Raman 
shifts for standard samples. The standard should be examined under the same 
experimental conditions as subsequent experimental samples, and cover at 
least as large a Raman shift range. For example, 4-acetamidophenol has peaks 
covering the Raman shift range of most common samples (see Fig. 5.7), 
and ASTM shift values are available with standard deviations < 1 .O cm-' 
(Table 10.4). If the user needs to qualify an instrument for very low or very 
high Raman shift, or for greater precision, different standards must be used. 

Once the criteria for validation are selected, qualification is usually carried 
out with a new instrument known to be operating properly. The specific proce- 
dure depends on the application, but it might include measures of short-term 
and long-term accuracy. As an example, consider determination of the Raman 
spectra of powders inside amber vials, such as the case shown in Figure 5.16. 
The qualification procedure could include several steps: 

1. Raman shift calibration by a particular procedure. 
2. Observation of an ASTM standard to verify compliance to 411 cm-' 
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3.  Observation of a material similar to the samples of interest, as a 
secondary standard. In this example, calcium ascorbate was selected 
as a stable, reliable material similar to the samples of interest. One of 
the ASTM standards could also be used for qualification if convenient. 

4. Determination of standard deviation for 10 successive spectra of the 
secondary standard, without adjustment of sample position. This result 
indicates short-term repeatability of spectrum acquisition. 

5. Determination of standard deviation of 10 successive spectra, with recal- 
ibration between runs. 

6. Determination of standard deviation of spectra obtained over a longer 
period of time, chosen to be relevant to the application. For example, 
if the instrument is recalibrated once a day, it is important to determine 
any drift in Raman shift occurring on a time scale of minutes and hours. 

The example is illustrated by the results of Table 10.5. The Raman shift 
range from 400 to 2000 cm-' was calibrated with the 4-acetamidophenol 
shift standard, and the calibrated spectrum was recorded and stored on disk. 
Then calcium ascorbate was observed, with and without recalibration between 
spectra. Finally, spectra of calcium ascorbate were obtained approximately 
daily (each after recalibration) over a period of 2 months. The 769- and 
1582 cm-' peaks were chosen for analysis, and their peak frequencies were 
determined by a center-of-gravity criterion included in the data analysis soft- 
ware (GRAMS 32). It is important that these qualification spectra duplicate 
the instrumental conditions to be used for real samples, at least as far as 
optical geometry, sampling mode, and calibration procedure. The objective is 
to provide an accurate indication of instrument performance in the intended 
application. 

Table 10.5. Qualification Results for Frequency Accuracy of DispersivdCCD 
Spectrometer 

Sample: Solid Calcium Ascorbate 767-band (cm-') 1582-band (cm-') 

15 repeated spectra, sample removed and 
replaced, without calibration between 
runs 

spectra" 

each spectruma 

767.0 f 0.18 1582.6 f 0.20 

6 spectra over 10 days, recalibrated between 

23 spectra over 60 days, recalibrated before 

767.2 f 0.11 

767.27 f 0.14 

1582.6 f 0.32 

1582.67 f 0.22 

'Calibrated with 10 peaks of 4-acetamidophenol. 
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The first line of Table 10.5 indicates short-term repeatability. The second 
line indicates the reproducibility of the calibration procedure, based on six 
recalibrations over a 10-day period. Long-term drift is indicated by the third 
line, over a period of time selected by the user, with recalibration. These 
results may be used to verify specifications claimed by the manufacturer and to 
provide a baseline for future measurements. Table 10.5 provides an assessment 
of the Raman shift accuracy of a particular instrument, obtained using samples 
and procedures that should be similar to the intended application. 

Once the qualification results such as those in Table 10.5 are in hand, valida- 
tion of instrumental accuracy should be conducted periodically. In the current 
example, a spectrum of the calcium ascorbate standard might be obtained each 
day, and stored in an archive. These spectra provide an immediate check on 
the position of the 767 and 1582 cm-' bands and may be accessed at a future 
date. If a particular sample spectrum comes into question, the calcium ascor- 
bate spectrum for that day may be examined for any discrepancies. As noted 
earlier, a particular validation procedure will depend on the application, but a 
possible daily routine might include: 

1. Start up instrument and allow stabilization. 
2. Calibrate Raman shift by established procedure. 
3 .  Obtain and record validation spectrum of an ASTM or secondary stan- 

4. Obtain sample spectra. 
5. Obtain and record validation spectrum at end of day, to detect possible 

dard, verifying peak frequencies against qualification values. 

drift. 

10.3. INSTRUMENT RESPONSE FUNCTION CALIBRATION 

The instrument response function, R(AT), was introduced in Section 5.4.2 
in the context of the reproducibility of relative peak intensities. As noted 
in Chapter 1, Raman spectroscopy is a single-beam technique in which the 
observed spectrum is the product of the true spectrum and the response func- 
tion. Since the response function depends on several instrumental variables, 
such as detector quantum efficiency curve, laser wavelength, grating effi- 
ciency, and the like, the magnitude and shape of R ( A i )  can vary greatly 
for different instruments. In addition, R(Ai7) can vary for the same instrument 
over time or when a particular component (such as the detector) is replaced. As 
a consequence, Raman spectra for the same sample and the same laser wave- 
length obtained on different spectrometers can vary significantly. As example 
is shown in Figure 10.7 for cyclohexane observed with 514.5- and 785 nm 
excitation. Note the large difference in relative intensities of the 801- and 
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785 nm, dispersive/CCD 

I 

500 1000 1500 2000 2500 3000 
Raman shift, cm-1 

Figure 10.7. Spectra of cyclohexane obtained on FT-Raman and dispersive/CCD spectrometers, 
without correcting for instrument response function. 

2853 cm-' bands, due mainly to the weaker CCD response in the deep red 
for the 785 nm spectrum. 

10.3.1. General Procedure 

The majority of Raman spectra reported in the literature are uncorrected for 
instrument response, so one could argue that the most common response 
correction is none at all. Uncorrected spectra are still valuable for qualitative 
applications involving comparison of peak frequencies and for quantitative 
comparisons where the response function is unknown but constant. For exam- 
ple, a quantitative analysis of two components based on the relative heights 
(or areas) of two Raman bands can be calibrated with known solutions and 
applied to unknowns without determination of the response function. However, 
there are many situations in which response function calibration is important, 
including variations in relative intensity with different instruments, variations 
caused by instrumental drift or repair, and subtraction of library spectra (see 
Fig. 5.6). If a quantitative analysis is based on a calibration curve without 
response correction, a new curve must be collected if a change in response 

* As discussed later in Section 10.3.4.3, a small part of this relative intensity difference is due 
to cross-section changes between 514.5 and 785 nm, but this effect is usually much smaller than 
the response distortion from the instrument. 
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functions occurs. On a fundamental level, uncorrected spectra are not accu- 
rate representations of Raman scattering as a function of frequency and are 
therefore one step removed from reality. 

In principle, the response function could be calculated from the response 
functions of each relevant component, including collection optics, wavelength 
analyzer, detector, and the like, but this procedure is both tedious and difficult. 
The response or efficiency curves for each component are often known to a 
low degree of accuracy and are generally hard to measure. A more practical 
approach involves a standard with known emission of intensity vs. wave- 
length. Given such a standard, the correction procedure is straightforward, 
as illustrated in Figure 10.8. Using the same conditions as those for the real 
sample, the observed spectrum of the standard ( S L )  is recorded. This spectrum 
is the product of the response function and the standard output [@s(A:)], as 
in Eq. (10.1): 

SL ( ATJ) = R( AV)@L (A:) (10.1) 

where R( A t )  includes all of the contributions from individual components 
(grating, detector, etc.). Since @s(AV) of the standard is known, R(A5) may 
be calculated from the observed spectrum. The standard source is replaced by 
the sample, and the uncorrected sample spectrum [Ss(AZ)] is recorded. The 
corrected sample spectrum, @s(AV), may then be calculated from the known 
response function via Eq. (10.2): 

(10.2) 

This step is illustrated in Figure 10.8, at the point labeled R-'. Equations (10.1) 
and (10.2) may be combined to yield Eq. (10.3), which illustrates that the 
response function need not be explicitly determined in order to correct a sample 
spectrum: 

(10.3) 

In practice, the corrected sample spectrum may be determined from the ratio 
of sample and standard spectra and the known standard emission curve. 

Specific procedures for implementing Eqs. (1 0. l), (10.2), and ( I  0.3) differ 
according to the nature of the standard source. The most common source is a 
black-body radiator, often approximated by a tungsten bulb. A less common 
alternative with some attractive advantages is a standard material which lumi- 
nesces in response to laser excitation. These approaches will be addressed 
separately. 
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Figure 10.5. Schematic of procedure for correction of spectra for instrumental response variation. 
R represents the response function; @L and @s are the actual output of the sample and standard 
(intensity vs. Raman shift) and Ss and SL the observed spectra. 

10.3.2. Response Calibration with a Black-Body Source 

Since the thermal emission curve from a black-body radiator may be calcu- 
lated from first principles, it can serve as a primary standard for an intensity 
vs. wavelength curve. Petty et al. (16) described a procedure for intensity cali- 
bration of an FT-Raman spectrometer using such a source. Provided the source 
acts as a black body to the required accuracy, its temperature is known, and 
the laser wavelength is known accurately, the black-body provides a known 
@~(Ai7)  curve to use in Eq. (10.3). Since most modern spectrometers measure 
photonshecond rather than watts, the proper units for @ L (  A%) are photons per 
second per wavenumber.* 

* The solid angle and area are sometimes included in the emission curve, yielding photons per 
second per wavenumber per square centimeter per steradian. 
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Black-body sources have the attraction of being primary standards but are 
rather cumbersome. A quite hot furnace is required to produce sufficient inten- 
sity, particularly at visible wavelengths. In addition, the source is usually too 
large to be positioned near the sample region (assuming the spectrometer 
could tolerate the heat!), so coupling optics are required. These optics should 
attempt to position the source image at the normal laser and collection focus 
and may not introduce their own response function. At least for routine use, 
a black-body radiator is unlikely to be practical. 

A tungsten bulb approximates a black body, and calibrated tungsten sources 
are available with traceability to National Institute of Science and Technology 
(NIST) standards. Once a given bulb is calibrated, its output will remain 
constant to a few percent for perhaps 10 to 100 h of operation. Control of 
lamp current is critical, as the emission curve is strongly temperature (and 
current) dependent. Generally, the user purchases a regulated power supply, 
bulb mount, and calibrated bulb from a vendor who conducts the calibration. 
As with the black-body radiator, it is impractical or inconvenient to place the 
bulb at the Raman sample position, so optics are required to project a bulb 
image to the sample location. The calibration will be most accurate when 
the source duplicates the sample position and fills the spectrometer collection 
angle and aperture in a fashion similar to Raman scattering from a real sample. 
A convenient example of coupling optics involves using a fiber optic to couple 
the source to the spectrometer, with the end of the fiber optic positioned at 
the laser focus (17). 

The vendor of the calibrated source provides a table of output vs. wave- 
length for a particular bulb current. It is usually convenient to determine a 
polynomial that reproduces this output curve, to permit calculation of bulb 
output at any wavelength within the calibration range. Figure 10.9A shows 
an emission curve for a 100 W tungsten source operated at 6.50 A. The Cali- 
brated intensities provided by the vendor are usually in terms of watts per 
cubic centimeter, meaning watts per square centimeter (at a distance of 50 cm 
from the source) per centimeter of wavelength. Conversion of these values to 
more useful units of photons per square centimeter per nanometer per second 
is accomplished by dividing by hu and lo7 n d c m .  The resulting curve for a 
typical source is spectrum B of Figure 10.9. According to the discussion of 
Section 8.2.1 and Eq. (8.1), curve B of Figure 10.9 may be further converted 
to units of photons per square centimeter per second per wavenumber by 
multiplying by h2 to yield curve C of Figure 10.9.* The magnitude of the two 
curves is obviously different, but more importantly their shape is different. The 

* Combination of these conversion factors yields a composite factor of 50.35 h3 for conversion 
of watts per cubic centimeter for the tungsten source to photons per square centimeter per second 
per wavenumber, with h stated in nanometers. 
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Figure 10.9. Emission output of a calibrated tungsten bulb plotted using different intensity units. 

wavenumber range per nanometer of wavelength differs across the spectral 
range of Figure 10.9, which causes the change in shape. 

To implement an instrument response correction using a standard tungsten 
source, the curve of Figure 10.9B is usually fit to a polynomial, so @ L  may be 
calculated at any wavelength within the calibration range. Knowing the laser 
wavelength and Raman shift range of the sample spectrum to be corrected, the 
function @L(AV) may be calculated (17). Then a spectrum of both the tung- 
sten source and the sample are obtained, and Eq. (10.3) is used to calculate 
the corrected sample spectrum, @s(AV). In practice, the data analysis is easily 
automated, usually as part of the spectrometer software. So the user need only 
acquire a spectrum of the tungsten source for a given spectrometer configura- 
tion, then store the results. A series of sample spectra may be corrected from a 
single tungsten spectrum provided conditions remain constant for sample and 
standard. Response correction of an entire day’s spectra may require only one 
tungsten spectrum, possibly acquired during instrument start-up and validation. 
Raman spectra of CH2C12 before and after response correction with a standard 
tungsten source are shown in Figure 10.10. Notice that the raw spectra differ 
greatly in relative peak intensities, mainly because of variation in detector Q 
for the two wavelength ranges involved. After correction, however, the relative 
intensities vary only slightly, by an amount predicted from the v3 dependence. 

Response correction based on a tungsten bulb is currently the most common 
procedure (when correction is undertaken at all) but is not without some 
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Figure 10.10. Spectra of methylene chloride with 514.5- and 785 nm lasers before and after 
response correction with a standard tungsten source coupled to the spectrometer with fiber optics. 
(Adapted from Reference 17 with permission.) 

disadvantages. First, it is difficult to precisely reproduce the Raman sampling 
geometry with the tungsten source, so the standard will “fill” the spectrometer 
differently from a real sample. The response function varies somewhat with 
sample position, so the standard will not yield an accurate response function 
without perfect positioning. Second, a tungsten source requires some manual 
manipulation for positioning and control and may be inconvenient on a routine 
basis. Third, a tungsten emission source (or its image) is usually significantly 
larger than a focused laser spot, again causing a mismatch of sample and 
standard optical geometry. Finally, the tungsten source output has no relation to 
the laser intensity, so the magnitude of the source spectrum has no significance 
with regard to the Raman sample cross section (more on this in Section 10.4). 
These difficulties with tungsten calibration standards stimulated development 
of an alternative based on luminescent sample materials. 

10.3.3. Response Calibration with Luminescence Standards 

Luminescent standards have been established for use in calibrating fluores- 
cence spectrometers and have been suggested for Raman spectroscopy in the 
past (18). The standard is a luminescent material, usually a solid or liquid, 
that emits a broad reproducible luminescence spectrum when excited by a 
laser. Once the standard is calibrated for a particular laser wavelength, its 
emission spectrum is known, and it can provide the “real standard output”, 
@L(AV) depicted in Figure 10.8. In practice, a spectrum of the standard is 
acquired with the same conditions as an unknown; then the unknown spec- 
trum is corrected for instrument response function using the known standard 
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output via Eq. (10.3). Examples of two luminescence standards are shown 
in Figure 10.11. Coumarin 540a is a laser dye suitable for 514.5 nm excita- 
tion and Kopp 2412 glass is a common filter glass material useful at 785 nm 
(15,16). Such standards are most useful when provided with a polynomial 
representing their emission spectra expressed as intensity vs. Raman shift (in 
reciprocal centimeters) relative to a specified laser wavelength. Polynomials 
for coumarin 540a and Kopp 2412 glass are listed in Table 10.6. The spectra 
reconstructed from these polynomial coefficients are shown in Figure 10.1 1 
as “corrected” output. Both raw and corrected curves are normalized to the 
maximum output within the indicated Raman shift range. 

An ideal luminescent standard for Raman intensity calibration would have 
several characteristics (1 7), some of which are difficult to achieve: 

1. A broad, featureless output over the relevant wavelength range. 
2. Exactly reproduce the Raman sampling geometry. 
3. Simple and easy to implement. 

corrected 

A 

o !  ’ ’ I 
0 500 1000 1500 2000 2500 3000 3500 

2412 glass, 785 nm 

0.4 
0.2 
0 

0 500 1000 1500 2000 2500 3000 3500 

B 

Raman shift, cm-’ 

Figure 10.11. Observed and corrected emission curves for two luminescent standards. “Raw” 
curves were recorded for coumarin 540a solution excited by 5 14.5 nm light, and for Kopp 241 2 
glass excited by 785 nm light. Raman shift is stated relative to the appropriate laser wavelength. 
“Corrected” output was calculated by comparison to a standard tungsten source. All curves are 
normalized to their maximum output. See Reference 20 for details. Spectrum A was determined 
on a Dilor X-Y spectrometer, B was acquired with a Chromex 2000. 
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Table 10.6. Polynomial Coefficients for Intensity 
Standards, Normalized to Maximum Intensity 

Raman Shift" Coumarin 540a Kopp 2412 #1 
(514.5 nm) (785 nm)b 

~~ 

(AV)O 0.2701 196431 0.0 15 647 
( AV)' 1 S743416716e-3 6.284845e-5 
(AV)2 - 1.0957287534e-6 - 1.5 15732e-8 

2.5681273909e-10 8.564479e-11 
( -2.059483 1955e-14 -9.472784e- 15 
(A@* 1 S94599e- 18 
(AV)6 - 1.375663e-21 

OIn wavenumbers relative to indicated laser. Standard emis- 
sion curve (with maximum equal to 1.0 arbitrary units) is 
reconstructed from the coefficients and the Raman shifts 
(relative to 514.5 or 785 nm) raised to the indicated powers. 
From Reference 20. 
bCoefficients vary for individual samples of 2412 glass. 

4. Require no additional equipment other than what is required to take the 

5. Reproducible luminescence output, no sample heterogeneity. 
6. The source should exhibit long-term stability, both with and without 

Raman spectrum. 

laser illumination. 

The reproducibility and stability requirements can be particularly problem- 
atic. Since luminescence requires light absorption and electronic excitation 
of the material, photochemical degradation is possible. This is a particular 
problem with the high laser power densities encountered in Raman microscopy 
or even conventional sampling. For example, luminescence from the Kopp 
2412 standard decreases upon prolonged laser exposure, even after a few 
minutes at higher power (19, 20). At this writing, there are no NIST traceable 
luminescence standards available for common Raman wavelengths, although 
a few (e.g., quinine) are available for UV excitation. Currently, there is an 
ongoing effort at NIST to establish and eventually sell luminescent standards 
for common laser wavelengths, and glasses containing rare earth oxides appear 
to be promising candidates. 

Compared to the tungsten lamp, luminescence standards are quite simple to 
use. The polynomial and associated mathematical manipulations are usually 
implemented automatically in the spectrometer software (2 1). The user need 
only acquire a spectrum of the standard under the same conditions as the 
sample of interest, usually once per session. After the spectrum [S~(ai;)] 



27 8 CALIBRATION AND VALIDATION 

is acquired, response correction may be automatic until conditions (such as 
grating position) are changed. As noted earlier, a luminescence standard is 
generally calibrated for only one laser wavelength, while a tungsten bulb 
may be used for many laser wavelengths. With both tungsten and luminescent 
standards, the accuracy of the response correction will depend on the accuracy 
of the standard's emission spectrum. 

An additional advantage of a luminescent standard over a tungsten source 
is the ability to closely mimic the optical conditions existing when the sample 
was observed. If the sample is in a container or at the end of an optical fiber, 
the luminescent standard may also be observed under the same conditions, 
and any attenuations or aberrations will apply to both sample and standard. 
Figure 10.12 illustrates the case of a powdered sample inside an amber vial. 
The vial attenuates the laser and the scattered light, and will cause distortion 
of relative intensities if not corrected. However, if the standard is also inside 
a similar vial when its spectrum is obtained, then the response correction 
will include the effects of the vial. Figure 10.13 shows corrected spectra of 
acetaminophenol as an open powder and inside an amber vial. Despite the fact 
that the vial attenuates the overall signal by about 60 per cent, the corrected 
relative and absolute peak heights are the same to better than 5 per cent. A 
similar correction would be difficult or impossible with a tungsten source, 
since the source would have to be positioned inside a vial, and even then 
would not exactly duplicate the optical geometry used for the sample. 

J 

luminescent r ' i  7 standard 

Figure 10.12. Correction for vial absorption using luminescent standard. Upper drawing shows 
180" sampling of a powder inside an amber vial. Lower drawing is the same arrangement, but 
with a luminescent standard substituted for the sample, to correct the response function for vial 
absorption. 
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1 4-acetamidophenol 

1 difference 

I I I I I I I I 

400 600 800 1000 1200 1400 1600 1800 2000 

Raman shift, cm-l 

Figure 10.13. Spectra of 4-acetamidophenol as an open powder and inside an amber vial. Both 
spectra are corrected for response function with Kopp 2412 glass. For the vial spectrum, the 
standard was inside the vial when the response function was determined. Bottom spectrum is the 
difference of the corrected spectra. Optical geometry was that of Figure 10.12; laser wavelength 
was 785 nm. 

The corrected cyclohexane spectrum of Figure 5.17 is shown in more 
detail in Figure 10.14. The peak areas relative to the 801 cm-’ band are 
indicated, based on the average of corrected spectra from two different spec- 
trometers (Chromex 2000 and Dilor X-Y). The results for cyclohexane are 
listed in Table 10.7, along with some reported values from the literature (20). 
Corrected spectra of several additional solvents are shown in Figure 10.15, 
with peak area ratios obtained with 785 nm excitation. Notice that the inte- 
gration ranges for each peak are indicated, and that the C -H stretch region 
of most compounds are combined into one “peak” area. Since response func- 
tion corrections are fairly difficult, and many variables are involved, literature 
values often disagree significantly. Nevertheless, it is clear that the agreement 
between relative peak areas for corrected spectra is far better than that for 
uncorrected spectra, as illustrated by Figures 10.7 and 10.10. The importance 
of response function correction lies in the ability to compare results from 
different labs and different instruments. Whether the correction employs a 
tungsten source or a luminescent standard, the result is a spectrum that is closer 



280 CALIBRATION AND VALIDATION 

Cyclohexane, 785 nm 
(response corrected) 

Figure 10.14. Cyclohexane spectrum following correction with Kopp 241 2 glass standard. Hori- 
zontal numbers are the peak areas (integrated over the shift range indicated by the horizontal 
bars), relative to the 801 cm-' peak area. Vertical numbers are the ASTM frequencies for cyclo- 
hexane listed in Table 10.4 and Reference 11. Intensity data is average of two spectrometers 
calibrated independently, as described in Reference 20. (See footnote e of Table 10.7.) 

to reality, less affected by instrumental distortion. As Raman spectroscopy is 
used more widely, both frequency calibration and response function correction 
will become more important. Fortunately, both may be implemented simply 
(even automatically) provided the instrument is stable. 

10.3.4. Validation of Instrument Response 

Qualification and validation of Raman intensities may be approached according 
to several criteria, three of which will be considered here. First, the magnitude 
of the Raman signal for a given standard or sample should be observed with 
a well-tuned instrument upon installation, and checked for short- and long- 
term reproducibility. This test provides an indication of the absolute signal 
magnitude expected for a particular set of conditions and permits detection 
of instrumental changes. Second, the reproducibility of relative peak heights 
(or areas) of two or more peaks may be examined to evaluate the stability of 
the instrument response function. Third, a corrected spectrum of a standard 
(such as cyclohexane) may be obtained and compared to accepted values. The 
combination of these three qualification tests provides quantitative measures 
of the reproducibility of the absolute and relative intensities, as well as the 
compliance of a corrected spectrum with a known standard spectrum. 
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785 nm 

5bO ld0O 1ioo 2doo 25100 3dOO 

Raman shift, cm-’ 

Figure 10.15. Response-corrected spectra of four common solvents obtained on a Chromex 2000 
spectrometer and corrected with Kopp 2412 glass. Numbers are peak areas (integrated over 
the shift range shown) after normalizing to the band area indicated by “1.00.” (Adapted from 
Reference 20 with permission.) 

10.3.4.1 Validation of Signal Magnitude 

Since so many instrumental variables determine the magnitude of the Raman 
signal (as discussed in Chapter 3), it is difficult to predict the magnitude of 
a Raman signal for a given instrument and sample. However, it is important 
to determine the signal magnitude for a new instrument and to determine its 
reproducibility. As the spectrometer is used in different applications, its align- 
ment, optics, or active components (e.g., laser and detector) may change. If 
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rsdb for 767 cm-' peak height, 15 successive 

rsd for 1582 cm-' peak height over 3 weeks 
runs 

( N  = 9) 

the initial signal for a given sample is known, that sample may be observed 
again to detect a possible decline in performance. Short- and long-term repro- 
ducibility are of obvious importance for any quantitative applications. 

As with Raman shift qualification, the procedure for response qualification 
will depend on the application, but some possible criteria are as follows: 

4.3% 

4.9% 

1. Standard deviation of repetitive runs of a given sample to test short-term 

2. Standard deviation of many runs of a given sample obtained over 

3.  Linearity of signal with integration time to check photometric linearity 

4. Linearity of signal with laser power. 

reproducibility. 

extended periods, perhaps days or months. 

of the detector. 

To illustrate the first two criteria, consider the example of calcium ascor- 
bate. The results of several tests of quantitative reproducibility are listed in 
Table 10.8. In this case, the signal magnitude for the calcium ascorbate sample 
is reproducible to about 5 per cent over both long and short term. The abso- 
lute signal in electrons for a particular set of conditions provides a benchmark 
for future checks of instrument performance and alignment. When absolute 
signal is recorded for future use, it is essential to record all relevant variables, 
such as slit width, laser power, grating choice, and CCD gain. Additional 
examples of short-term reproducibility for various samples observed with the 
180" geometry were listed in Table 6.4. For clear, homogeneous samples, 

Table 10.8. Calcium Ascorbate Powder, 785 nm, Chromex 2000 
SuectrometeP 

rsd for 1582 cm-' peak height, 15 successive 4.8% 

3-week period, for 50 mW laser, 30 sec 
exposure, 50 pm slit, 600-line/mm grating, 

"Sample inside USP amber vial, illuminated through bottom of vial in 180" 
geometry. 
'Relative standard deviation. 
'Standard deviation of nine measurements. 
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quantitative reproducibility was < 1 per cent, while homogeneous translucent 
solids increased variation to -5 per cent. 

Once the absolute signal strength for a given sample and conditions are 
known for a newly installed or newly tuned instrument , daily validation 
might consist simply of a check of signal strength for the original qualification 
sample. The signal magnitude for the same conditions as the qualification 
spectrum indicates the general health of the spectrometer and can also warn 
the operator of any errors in setting spectrometer parameters. 

10.3.4.2 Validation of Relative Response 

Even if the instrument response function is not calibrated with the methods 
described in Section 10.3, the user should be aware of any changes caused by 
misalignment or instrument repair. Some important analyses are based on the 
ratio of two or more peak intensities, such as the relative concentrations of 
two components in a mixture, or identification of a compound by comparison 
to a reference spectrum. In such cases, the user must be aware of changes in 
instrument response that may alter the relative intensities of peaks in different 
locations on a spectrum. A first-order approach to this issue is quantitative 
comparison of two peaks of a standard sample, recorded during instrument 
qualification and periodically for instrument validation. The two peaks might 
be from a standard relevant to the analysis at hand, such as a known mixture of 
two components. Periodic checks of one or more peak height ratios will detect 
changes in response function, at least at the Raman shift regions involved. 
However, this simple approach is useful only for a particular instrument and 
does not permit comparison to other instruments or even to the same instrument 
after adjustment or repair. 

Recalibration of the instrument response function reduces or eliminates 
most of the instrumental factors that lead to relative intensity variations over 
time. For example, a luminescent standard could be used at the beginning 
of each session as described in Section 10.3.3. Use of the same standard 
and correction procedure during qualification could establish the true value 
of one or more peak ratios for future reference. Table 10.9 shows results for 
this approach applied to the example of calcium ascorbate. The ratio of the 
767- and 1587 cm-' peak intensities was monitored after calibration of the 
response function with a luminescent standard. The standard deviations listed 
in Table 10.9 for the 767/1582 peak height ratio provide indications of the 
reproducibility of the response correction and sample spectra. 

10.3.4.3 Standards for Response Function 

Regardless of the method used to calibrate response function, it is useful to 
have standard corrected spectra of readily available materials to verify that the 
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response calibration was accurate. The cross sections listed in Tables 2.2 and 
2.3 can be used to calculate spectra for any laser wavelength (in principle) 
where resonance is not involved, but this process is not trivial, and the range 
of valid wavelengths may be limited. Ideally, corrected spectra for common 
samples and a variety of laser wavelengths could be determined, along with 
tabulations of relative peak area ratios. A comparison of the observed spectra 
for a given spectrometer to those of the standard would provide assessment 
of response accuracy. 

Unfortunately, a set of standard, corrected spectra does not exist at 
this writing. Figure 10.14 represents a tentative standard for cyclohexane at 
785 nm, which is currently being verified by different labs, including NIST. 
The horizontal bars above each peak in Figure 10.14 represent the range of 
Raman shifts used during integration of a given peak, and the accompanying 
number is the peak area relative to that of the 801 cm-' band. If one assumes 
that all of the Raman bands of cyclohexane are not resonance enhanced, 
relative peak areas for other laser wavelengths may be predicted. Since 
cyclohexane absorbs light deep in the UV, its cross section is likely to follow 
the UO(UO - u ; ) ~  dependence indicated by Eq. (2.14) for at least the visible 
and NIR wavelength regions. At a particular laser wavelength, the peak area 
ratio of any cyclohexane feature to the 801-band area is given by: 

(1 0.4) 

where Ai  and Ago1 represent peak areas and a; is the laser independant cross 
section defined in Chapter 2. Equation (10.4) follows from Eqs. (2.13) and 
(2.14), since all measurement variables are the same for two bands in the 
same molecule. 

To adjust the peak area ratios determined for one laser wavelength to those 
expected for another wavelength, Eq. (10.4) is written for two uo values and 
rearranged to yield 

(10.5) 

where (A/,/Ak,,) is the peak area ratio at a different laser frequency, Vb. The 
peak areas of cyclohexane features relative to the 801 peak area may be calcu- 
lated from Eq. (10.5) for any wavelength where resonance effects are absent. 
The experimental peak area ratios noted in Figure 10.14 were adjusted by 
this procedure to yield Table 10.10. The peak ratios shown in Figure 10.14 
and Table 10.10 apply to spectrometers that detect photons, such as disper- 
sive spectrometers with CCDs or photon counting detectors. However, most 



2 2 
T

ab
le

 1
0.

10
. 

C
al

cu
la

te
d 

Pe
ak

 A
re

a 
R

at
io

s 
fo

r 
C

yc
lo

he
xa

ne
, R

el
at

iv
e 

to
 8

01
 c

m
-' 

B
an

d,
 f

or
 D

iff
er

en
t 

L
as

er
 

W
av

el
en

gt
hs

 
5 5 E 

Sh
ift

 
R

an
ge

 (
cm

-')
 

48
8 

nm
 

51
4.

5 
nm

 
53

2 
nm

 
63

2.
8 

nm
 

64
7 

nm
 

78
5"

 n
m

 
(p

ho
to

ns
) 

(w
at

ts
) 

v1
 B 5 z 

12
67

 
11

80
-1

12
5 

0.
54

5 
0.

54
3 

0.
54

2 
0.

53
3 

0.
53

1 
0.

52
 

0.
49

5 
0.

49
2 

z 
10

28
 

92
5-

11
25

 
0.

64
4 

0.
64

3 
0.

63
8 

0.
63

7 
0.

63
6 

0.
63

 
0.

61
5 

0.
61

3 
.i
 8 

80
1 

70
0-

90
0 

1 
1 

1 
1 

1 
1 

1 
1 

"T
hi

s 
co

lu
m

n 
is

 e
xp

er
im

en
ta

l 
av

er
ag

e 
fr

om
 R

ef
er

en
ce

 2
0,

 o
th

er
 c

ol
um

ns
 c

al
cu

la
te

d 
vi

a 
Eq

. (
10

.5
). 

(S
ee

 a
ls

o 
fo

ot
no

te
 e

 o
f 

c 
Ta

bl
e 

10
.7

.) 
E

 5 s C
 

In
te

gr
at

io
n 

10
64

 n
m

 
10

64
' 

m
 

9.
08

7 
8.

38
7 

8.
29

0 
7.

38
 

5.
69

2 
4.

30
 

29
00

 
25

67
-3

06
8 

9.
40

0 
9.

21
 1

 
14

44
 

13
80

-1
52

5 
0.

69
4 

0.
69

0 
0.

68
8 

0.
67

2 
0.

67
0 

0.
65

 
0.

60
7 

0.
60

0 

n
 

z n
 

v 
bC

al
cu

la
te

d 
ra

tio
s 

fo
r 

a 
de

te
ct

or
 s

en
si

tiv
e 

to
 w

at
ts

 r
at

he
r 

th
an

 p
ho

to
ns

, a
s 

is
 th

e 
ca

se
 f

or
 m

os
t F

T
-R

am
an

 s
pe

ct
ro

m
et

er
s.

 



288 CALIBRATION AND VALIDATION 

FT-Raman spectrometers are based on detectors that detect power (watts) 
rather than photons. As noted in Section 2.2, the varying energy per photon 
across a Raman spectrum yields different relative intensities when measuring 
power rather than photons. For the common case of a 1064 nm laser in an 
FT-Raman spectrometer with a power-sensitive detector, the predicted peak 
ratios for cyclohexane are included in the final column of Table 10.10. 

10.4. ABSOLUTE RESPONSE CALIBRATION 

In principle, one could calculate an absolute Raman cross section from the 
response of an instrument calibrated with a standard radiometric source. 
This approach is difficult but has been used to provide the cross sections in 
Table 2.2. If the relative response function is calibrated accurately, however, 
it is much simpler to determine cross sections by comparison to standards. 
Provided the sample positioning and optics permit quantitative Raman signal 
reproducibility, cross sections of liquids may be determined by comparing the 
response-corrected peak area to a band with known absolute cross section, 
such as the benzene 992 cmpl  band. For response-corrected spectra, the ratio 
of the peak areas under identical experimental conditions equals the ratio of 
the absolute cross sections. 

In the practice of Raman spectroscopy for chemical analysis, absolute cross 
sections are rarely determined, in part because the task is difficult. In addi- 
tion, translucent samples, solids, refractive index effects, and local field effects 
can cause significant errors that are tedious or impossible to correct. Further- 
more, many applications depend on peak heights, rather than areas, which 
are affected by spectral resolution as well as cross section. Although absolute 
cross sections are not often useful to the analytical chemist (partly due to their 
rarity), it is valuable to have semiquantitative information about relative scat- 
tering intensity. Even if the cross section of a particular material is not known 
accurately, a knowledge of where it falls in the wide range of cross sections 
listed in Tables 2.2 and 2.3 will permit the analyst to assess the difficulty of 
obtaining useful Raman signals. 

A less rigorous but more pragmatic approach to the problem of assessing 
the comparative Raman cross sections of various samples is the use of a 
“standard scatterer” to define a quantitative scale. For example, if the benzene 
992 cm-’ band in neat benzene were considered to have a scattering coef- 
ficient of 1.0 arbitrary unit, other samples could be evaluated and tabulated 
relative to benzene. One is effectively measuring BD for the sample, normal- 
ized to BD for benzene. By measuring both sample and benzene on the same 
spectrometer and adjusting for any differences in laser power and integration 
time, this normalized BD provides a comparison of the scattering strength of 



SUMMARY OF CALIBRATION AND VALIDATION PROCEDURES 289 

a given sample to benzene for a particular laser wavelength. Of course, the 
approach does not consider differences in transparency, path length, refractive 
index, and so forth but will nevertheless be useful in practical applications. 
The approach has been described for FT-Raman, using a standard with a 
broad Raman feature in order to reduce the effects of instrumental resolu- 
tion (23). 

10.5. SUMMARY OF CALIBRATION AND VALIDATION PROCEDURES 

There is no single standard procedure for Raman spectrometer calibration, 
since instrument configurations and applications vary so widely. Nevertheless, 
it is useful to summarize typical procedures, some of which resulted in the 
spectral results presented in this chapter. 

10.5.1. Qualification of a New Instrument 

Once a new instrument is installed by the vendor or set up for the first time, 
several benchmark measurements should be conducted and saved for future 
reference: 

1.  After frequency calibration by a recommended (or established) proce- 
dure, obtain and store a spectrum of an ASTM standard, such as cyclo- 
hexane or 4-acetamidophenol. 

2. Repeat acquisition of the standard over a period of several minutes to 
test short-term frequency reproducibility. 

3. Repeat acquisition of the standard over several days, using whatever 
frequency calibration technique and interval are to be used in real appli- 
cations. 

4. For a particular set of conditions, acquire and store the spectrum of a 
sample similar to those involved in the application, either an ASTM stan- 
dard or a stable material of reliable purity. The peak height or area of 
a particular Raman feature will serve as an indication of quantitative 
reproducibility and sensitivity. Be sure to record all relevant instru- 
mental parameters, such as laser power, slit width, grating position, 
laser focusing parameters, integration time, CCD gain, and the like. The 
intent is to be able to reproduce these conditions at a future date, to 
check for response degradation. 

5.  Repeat step 4 several times, with sample removal and replacement 
between runs, to determine the quantitative reproducibility for repetitive 
sampling. 
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6. If desired, or required for a particular application, repeat step 4 for a 
range of integration times, from near the detection limit to near detector 
saturation. The detector response should be linear with integration time. 
For an FT-Raman system, a similar test may be performed by varying 
the laser power to check photometric linearity. 

7. If response correction will be used in the application, carry out the 
correction with a tungsten source or luminescent standard. Acquire a 
corrected spectrum of cyclohexane for future reference and to compare 
to Figure 10.14 or Table 10.10. 

10.5.2. Daily Calibration and Qualification 

The procedure below was developed for a dispersive CCD spectrometer used 
daily to acquire response-corrected Raman spectra. The calibration proce- 
dure was conducted at the beginning of each session or after the grating 
was repositioned to cover a different Raman shift range. The calibration steps 
were automated for the most part, so the time required from the user was 
approximately 5 min before each session. This procedure may be adapted to a 
particular spectrometer and application, guided by the objective of resulting in 
a known level of accuracy of Raman shift and relative intensity, and providing 
a daily record of instrument performance. 

I .  Calibrate Raman shift axis with neon source or Raman shift standard. 
Record spectrum of 4-acetamidophenol (or alternative ASTM standard 
from Table (1 0.4) to provide a record of Raman shift calibration. 

2. Obtain an uncorrected spectrum of cyclohexane and verify that peak 
intensity compares well to qualification spectrum obtained on new instru- 
ment. Store this spectrum as a permanent record. Be sure to note relevant 
experimental parameters. 

3. Execute procedure for response function calibration with tungsten source 
or luminescent standard. Acquire corrected spectrum of cyclohexane (or 
an alternative standard) and compare relative peak areas to established 
values. Store corrected spectrum. 

Once this procedure is complete, the user has a permanent record of Raman 
shift accuracy, absolute instrument response, and instrument response function 
for a given experimental session. Over time, these periodic records provide 
an indication of instrumental drift and performance changes. In addition, they 
may be checked at a future date if a particular sample appears to deviate 
from expected behavior. If the instrument was at fault, the daily qualification 
spectra may provide insight into the origin of the deviation. 
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11 

RAMAN MICROSCOPY AND IMAGING 

11.1. OVERVIEW OF RAMAN MICROSCOPY 

It was recognized quite early that the 180" sampling geometry provides a 
means to combine a Raman spectrometer with an optical microscope, thus 
permitting Raman analysis of very small regions of a sample (1). Raman 
microscopy has been used widely for analysis of very small samples or small 
heterogeneities in larger samples. For example, a small visible impurity in a 
pharmaceutical tablet might be identified after visual observation with a micro- 
scope, then a Raman spectrum may be acquired through the same microscope. 
Since Raman spectroscopy often involves visible light, and optical micro- 
scopes are very well developed, there is a natural match between the two 
techniques. 

The simplest form of Raman microscopy is acquisition of a spectrum from a 
single point on the sample. Although the spot size is usually much smaller for 
microscopic sampling than for the conventional 180" arrangement discussed 
in Section 6.3, the two experiments are conceptually identical. The user has 
the option of obtaining spectra from several points on the sample, but only 
at one location at a time. The experiment is often called microspectroscopy, 
and collection of spectra from several points is often dubbed point-to-point 
mapping. The advent of two-dimensional detectors permits a variety of more 
efficient methods for Raman microscopy in which the instrument monitors 
more than one point on the sample. These methods are categorized broadly 
as Raman imaging, and the result is a sample image based on spectroscopic 
information (2). For example, the image may be derived from light having a 
particular Raman shift, so that the spatial distribution of a particular compo- 
nent may be observed. Alternatively, it is possible with some instruments to 
choose any point on the stored spectroscopic image and then display its Raman 
spectrum. A third possibility is projiling, where the variation of intensity of a 
particular Raman feature is observed along a straight line on the sample. 

Considered in a general context, these methods amount to different ways to 
acquire or display results from a data set of intensity as a function of four inde- 
pendent variables: x, y ,  z (depth), and Raman shift. A complete spectroscopic 
description of the sample is a hypercube of Raman intensity as a function 
of Raman shift and three spatial axes. Some authors refer to experiments 
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combining spectral and spatial information as hyperspectral imaging because 
the end result is a hypercube of intensity, Raman shift, and two or three 
spatial dimensions. The mode of data acquisition and presentation as well 
as the spatial and spectral resolution vary greatly for different microscopy 
techniques, and many of these issues are discussed below. 

Several examples of imaging methods are shown in Figure 1 I .  I for the 
case of two spatial variables, x and y .  The point-to-point profile is a sequence 
of single-point acquisitions, and the complete spectrum of each point is stored 
for subsequent analysis. In line imaging the laser is focused to a line, then the 
scattering is projected through an imaging spectrograph onto a charge-coupled 
device (CCD) to generate a two-dimensional data set of intensity vs. Raman 
shift and position along the line (x  in the case shown). As with the point-to- 
point profiling, line imaging provides spectra at many points along a line, but 
it does so with simultaneous rather than sequential data acquisition. Global 
imaging or direct imaging refers to a group of techniques that illuminate a 
relatively large sample area, then collect spatially resolved spectra over the 
entire illuminated area. For example, a filter that transmits only a particular 
Raman shift might precede the CCD. The end result is a two-dimensional 
image of Raman scattering intensity over a narrow band of Raman shifts. If 

Figure 11.1. Several imaging modes for Raman microscopy. Gray circle in global imaging case 
represents a defocused laser spot covering a large area compared to a point or line focus. 
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the observed shift corresponds to a specific sample component, then global 
imaging results in a chemically selective two-dimensional image. 

In this chapter, some general principles and instrumentation for Raman 
microscopy are considered initially, in the context of a discussion of single- 
point microspectroscopy. After that, several varieties of imaging modes and 
data presentation are addressed. 

11.2. SINGLE-POINT RAMAN MICROSPECTROSCOPY 

11.2.1. Objective Lenses and Spatial Resolution 

The first step in combining a microscope and a Raman spectrometer is orient- 
ing the laser beam along the microscope optical axis to result in a 180” 
geometry. A method for combining the laser and spectrometer optical axes 
using a beamsplitter was introduced in Figure 6.3, and a similar configuration 
is common in Raman microscopes. Most Raman microscopes use a beam- 
splitter to inject the laser into the collection axis, and “infinity-corrected” 
objective lenses are used to permit a collimated beam path within the micro- 
scope. There are several variations on the design of Figure 6.3, but all of them 
direct the laser beam through the objective lens and collect scattered light 
through the same objective lens in 180” backscattered geometry. The spatial 
resolution in single-point sampling is determined by the optical characteristics 
of the objective lens and associated optics, and the divergence of the laser. 

The spatial resolution is determined by either the laser spot size or the 
collection optics, both of which are ultimately limited by diffraction. The laser 
beam diameter at the focal spot (twice the “beam waist,” W O )  was discussed 
in Chapter 6, and is given by Eq. (6.2): 

An alternative expression relates wg to the pupil (or aperture) of the objective 
lens, we: 

(11.1) 2w0 = 1 . 2 7 ~  f /we 

where f is the objective lens focal length (3). If the laser beam diameter 
does not fill the lens pupil, then w, should be the laser beam diameter at 
the lens. Table 11.1 lists a few calculated laser spot diameters for various 
objectives, under the assumption that the laser beam fills the objective pupil. 
Some experimental values are listed in Table 11.1 for comparison. 

For single-point microscopy, the laser spot size often defines the spatial 
resolution, and the spectrometer is designed to collect light from an area 
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Table 11.1. Calculated Beam Parameters for Various Microscope Objective 

Working Spot Diameter Observed 
Microscope Distance (2 wo, pm, for Depth of Power Density‘ 
Objective (mm)” 514.5 nmlaser) Focus (60)’ (W cm-’) 

50 mm camera lensd 40 50’ 10,000 pm 250 
lox’  8 33‘ 40J 220 pm 597 
50xx 0.4 6.5’ 6’ 10 pm 15,000 
I O O X ”  0.25 3.3‘ 3.1’ 4 vm 59,700 

UDistance between lens surface and object. 
’Experimental full width of half maximum (FWHM) of plot of signal vs. focal position of silicon 
521 cm-’ band in wm. 
“For 5 mW at sample. 
dCanon j l 1 . 4 ,  50 mm camera lens. 
’Calculated with Eq. (6.2), using ray optic limit. 
f N A  = 0.25, f / #  = 1.94, Olympus Mplan. 
“ A  = 0.75, f / #  = 0.44, Olympus Mplan. 
hNA = 1 .00, f /# = 0.25, Olympus Mplan. 
‘Calculated from Eq. ( 1  1.1). assuming we = 6 mm. 
’Observed with video micrograph of calibrated grid. 

equal to or larger than this spot size. The underfilled case gover- 
ned by Eq. (3.8) usually applies, and the signal is independent of the spot size 
provided it is smaller than AD.  It is also possible that the spatial resolution 
is controlled by the collection optics, and AD < AL. Figure 11.2 illustrates 
both situations, which are microscopic analogs of the “macro” cases from 
Figure 3.2. Most commonly, both laser and collection beams are collimated 
above the objective lens, and the spectrometer aperture is larger than the laser 
spot size. 

Microscope objectives have short focal lengths and small f /#, so the depth 
of focus is very short (see Section 6.3.2). By convention, the f/# of the 
objective is restated as a numerical aperture (NA), defined as the sine of the 
half-angle of the collection cone. For transparent samples, the depth of focus, 
Sn, is usually determined by the diffraction limit of the focused laser beam, 
given by Eq. (6.3) or by the depth of focus of the collection optics, whichever 
is smaller. Absorption or scattering by the sample can reduce the effective path 
length below Sa, as discussed in Chapter 6. Since the power of the microscope 
objective determines its focal length and beam waist, Eq. (6.3) predicts that 
higher power (and smaller w g )  objectives yield smaller depth of focus. The 
beam parameters listed in Table 1 1.1 vary greatly for different optical compo- 
nents and experimental conditions, but a few trends are of general value. 
First, the laser spot diameter is a strong function of the choice of objec- 
tive lens focal length, with diameters of a few microns predicted only for 
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Figure 11.2. Microscopic analogs of underfilled and overfilled cases described in Chapter 3 and 
Figure 3.2. 

the 100 x objective.* Second, the depth of focus is also a strong function 
of focal length, for the reasons discussed in Section 6.3.2. Third, the spot 
size and depth of focus increase with the laser wavelength, since diffraction 
effects increase with wavelength as well. Fourth, the power density increases 
rapidly with the “power” of the objective, as noted earlier in general terms 
in Table 6.1. Finally, it should be noted that the observed depths of focus 
reported in Table 1 1.1 are experimental values for a particular wavelength and 
microscope design. The effective sampling depth is determined by a combi- 
nation of laser focal depth and collection optics and will vary significantly 

* The objective lens “power” is based on a standard image distance, usually 150 mm. So “100 
x”  corresponds to an effective objective focal length of 1.5 mm. 
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for different spectrometers. The achievable spatial resolution (both lateral and 
depth) also depends on the spectrometer and confocal techniques, discussed 
later. The properties of microscope objectives for observing solids may be 
illustrated with some simple experimental observations. The short depth of 
focus for microscope objectives is demonstrated graphically in Figure 1 1.3, 
which shows the Raman signal for the silicon 521 cm-' band as a function 
of focal position. For comparison, the f /4 macro system from Figure 6.13 is 
included, and the intensities are normalized to their values at optimal focus. 
Over the range of focal positions shown, the signal from the macro system 
decreases only about 3 per cent, while the microscope objectives are much 
more sensitive to focus. This variation of signal with focus is more dramatic as 
the power becomes higher, as apparent in Figure 11.3 and from the values of 
6n listed in Table 11.1. With the focus adjusted for optimum signal, spectra of 
silicon and polystyrene were obtained and plotted in Figure 11.4. The signal 
for silicon depends dramatically on the microscope objective, while that for 
polystyrene varies only slightly. 

The obvious difference in the dependence of the signal on focus between 
the opaque (silicon) and transparent (polystyrene) samples is described more 
quantitatively in Table 11.2. The signals were divided by laser power and 
integration time to permit direct comparison of sensitivity. The NA of each 
objective was converted to f/# by: 

0.5 
/# = tan[sin-' (NA)] 

(11.2) 

-150 -100 -50 0 50 100 

focus, pm, relative to maximum 

Figure 11.3. Silicon 521 cm-' band intensity for a macro sampling ( S O  min camera lens) and 
three microscope objectives. as functions of focus. The signals were determined for a range of 
sample positions along the z axis, then normalized to their maximum value for each lens. Zero 
on the focus scale corresponds to maximum signal. 
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Figure 11.4. Spectra of silicon and polystyrene at optimum focus, for various objective lenses, 
all on the same spectrometer. Macro is a 50 mm camera lens, and all intensities were divided by 
integration time and power at the sample. 

Insertion of the K Q D  value from Table 6.2 for an optically dense sample such 
as silicon into Eq. (3.8) yields 

(11.3) 

With all else equal, Eq. (11.3) predicts that the signal is proportional to 
(f/#)-2 for an optically dense or thin sample, such as silicon. This prediction 
is supported by the data in Table 11.2, with the signal increasing rapidly for 
the higher NA (lower f/#) objectives. For thin or optically dense samples, 
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the sample opacity or depth limits the effective path length, and the more 
powerful objective improves signal due to higher Q D .  

The observations are quite different for a thick, transparent sample such 
as polystyrene. As the f/# decreases, so does the depth of focus and the 
effective path length. The shorter path length partially offsets the higher Q D  

of higher power objectives. Table 6.3 predicts a (f/#)-' dependence of signal 
on the f /# of the objective lens for the underfilled case and a clear sample. 
The variation of signal with f/# in Table 11.2 is scattered and shows no 
clear trend. This simple experiment has enough uncontrolled variables that 
Table 6.3 may not apply directly, but it is certainly clear that the signal from 
a microscope is strongly dependent on sample transparency and thickness. A 
practical consequence of this fact is the observation that microscopes exhibit 
good sensitivity for the usually thin or opaque samples common to microscopy 
but have much lower sensitivity for the thick samples commonly examined 
with conventional Raman spectrometers. As apparent from the last line of 
Table 11.2, a spectrometer optimized for macro performance is significantly 
more sensitive than the microscope. Although such comparisons depend on a 
variety of instrumental variables, the fact remains that microscopic sampling 
has an inherently short path length. 

11.2.2. MicroscopelSpectrometer Interface 

Insertion of the laser into the optical axis of a microscope is relatively straight- 
forward for single-point microspectroscopy and does not differ fundamentally 

Table 11.2. Signal Comparison for Various Microscope Objectives on Dilor X - Y  
Raman Microscope 

Polystyrene Peak Area, Silicon Peak Area, 
Objective NA f /#" 1004 cm-' (e-lsec/mW)b 521 cm-' (e-lseclmW)' 

macro' 6' 3040 
lox  0.25 1.94 5410 
 OX, LWDd 0.5 0.87 3160 
50 x 0.75 0.44 5500 
IOOX 0.9 0.24 3425 
Macro' 4 21,500 

159 
203 

1190 
2920 
6450 

95 1 

'Talculated using Eq. (I  1.2). 
'Peak area was divided by integration time and power at sample. 
'Macro optics ( j /  1.4 camera lens) on same 600 mm, f / 6  spectrometer used with microscope 
objectives. 
"LWD = long working distance. 
f /4 collection on 250 mm, f /4 spectrometer optimized for macro operation. 
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from the approach used for macro 180” sampling (Fig. 6.4 and 6.5). The aper- 
ture of a microscope objective is generally much smaller than a typical macro 
lens, so the small mirror depicted in Figure 6.4B or the “mirror with hole” 
in Figure 6.5D will block most of the collected light. The two methods in 
common use employ a broadband beamsplitter or wavelength-selective reflec- 
tors such as dichroic mirrors or holographic optical elements. 

A broadband beamsplitter is a 50 per cent reflective mirror on a thin 
substrate, usually silica or BK-7 glass. The geometry shown in Figure 6.3 
employs a broadband beamsplitter to reflect the laser into the objective lens. 
Fifty per cent of the backscattered Raman is transmitted through the beam- 
splitter for analysis by the spectrometer. The beamsplitter mount has adjust- 
ments to precisely align the laser beam to match the image of the spectrometer 
aperture at the sample (as in Fig. 11.2). A broadband beamsplitter provides a 
fairly simple means to combine the excitation and collection axes, but it also 
causes significant signal loss. Only half of the laser light reaches the sample 
(at most) and half of the collected light is reflected back to the laser. So at 
best, the signal is attenuated by 75 per cent compared to what is available. In 
addition, the beamsplitter is positioned directly in the collection axis, so it can 
create significant background signal. Inelastic scatter of the laser by the beam- 
splitter can enter the spectrometer and appear as both broadband luminescence 
or silica Raman. 

The losses of the broadband beamsplitter can be significantly reduced by 
using a “smart” beamsplitter based on a dichroic mirror or holographic optical 
element (4). The reflectivity of these devices is strongly dependent on wave- 
length, as shown in Figure 11.5. The beamsplitter is fabricated to have a high 
reflectivity for the laser and a high transmission for the Raman-shifted light. 
For example, if the beamsplitter reflects 90 per cent of the laser light and 
20 per cent of the Raman light, the signal loss will be [l - (0.9)(0.8)] = 28 
per cent instead of the 75 per cent of the broadband beamsplitter. Of course, 
this benefit comes with the requirement that the beamsplitter be matched to the 
laser wavelength. So the beamsplitter would need to be changed and realigned 
when the laser wavelength is changed, and a tunable laser would be imprac- 
tical. In addition, the transition from high reflectivity at the laser wavelength 
(zero on the x axis of Fig. 11.5) is not infinitely sharp, so a significant fraction 
of the light with low Raman shift is reflected back to the laser, rather than trans- 
mitted into the spectrometer. The result is serious attenuation of the low Raman 
shift region of the spectrum. In the case shown in Figure 1 1.5, the holographic 
beamsplitter transmits 50 per cent of its maximum at about 200 cm-’, while 
the dichroic mirror is not at 50 per cent until 800 cm-’ . The dichroic arrange- 
ment can be improved to transmit scattered light at -500 cm-’ by sacrificing 
the anti-Stokes region of the spectrum, and tuning the rising transmission on 
the Stokes side closer to the laser frequency. 
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l o o t  holographic beamsplitter 
\ 

-1500 -1000 -500 0 500 1000 1500 2000 

wavenumbers, relative to reflection band center 

Figure 11.5. Transmission curves for dichroic mirror (squares) and holographic beamsplitter 
(dots). (Adapted from Kaiser product literature and described in Reference 4.) 

An alternative to the smart beamsplitter exploits the high reflectivity of 
a holographic notch filter (Section 8.2.5.2) at the laser wavelength. When 
positioned as shown in Figure 11.6, a notch filter serves to insert the laser 
beam into the collection axis. Since the filter is at a near-normal angle to the 
collection axis, it transmits a high fraction of the Raman-shifted light into 
the spectrometer. In  addition, the filter rejects elastically scattered light from 
the sample. So the notch filter is acting as both an efficient “beamsplitter” to 
combine the excitation and collection axes and as a notch filter to reduce stray 
light in the spectrograph. As with a dichroic mirror, the notch filter must be 
matched to the laser wavelength, taking into account the angle of the filter 
relative to the collection and laser axes. 

An example of single-point Raman microspectroscopy is shown in 
Figure 11.7, in this case with a broadband beamsplitter. The sample is a 
pharmaceutical tablet pressed from a mixture of powdered acetamidophenol 
(active) and microcrystalline cellulose (excipient). The particle size is in 
the range of 10 to 50 pm, and the distribution of active and excipient is 
random. A conventional spectrometer with a spot size of -100 pm yields 
a spectrum containing Raman features from both components, since it is 
spatially averaging over the 4 0  pm heterogeneities. The video micrograph 
shown in Figure 11.7 (often called a “bright-field” image) shows few features, 
as the two components are visually indistinguishable in this case. A typical 
macro spectrum, which sampled a 50 x 50 pm region of the tablet surface, 
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Figure 11.6. Schematic of holographic notch filter used to inject laser beam into the collection 
axis of a microscope (similar to an arrangement in a Renishew Raman microscope system). 

Figure 11.7. Single-point Raman microspectroscopy of a pressed tablet containing acetami- 
dophenol and microcrystalline cellulose. The macro was obtained with an - 100 pm-diameter 
sampling area, and the micro spectra were obtained at the locations indicated. 
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shows features from both components of the mixture. Microprobe spectra of 
two locations on the tablet show distinct spectra for each component, since 
the spot size in this case is < I 0  Fm. Notice that the “excipient” peak in 
the region of 1100 cm-’ is absent from the “active” spectrum, indicating 
nearly complete spatial segregation of the two compounds. Some additional 
examples of single-point Raman microspectroscopy are listed in Table 11.3. A 
specialized but impressive application is Raman microspectroscopy of single 
microdroplets with picoliter volumes that were laser trapped in an immiscible 
liquid (5). The microprobe provided a three-dimensional distribution of the 
Raman scatterer within the microdroplet with a spatial resolution in terms of 
solution volume of a few femtoliters. 

A rudimentary type of Raman imaging is the line profile, consisting of 
a series of single-point spectra acquired along a line selected by the user. 
The total acquisition time equals the number of sample positions observed 
times the single-point acquisition time, plus any overhead associated with 
sample motion. Several commercial instruments automate the process with 
a computer-controlled microscope stage that positions the sample under the 
laser spot according to a video image. A line profile is shown in Figure 11.8, 
constructed of 31 spectra along a 90 pm line on an integrated circuit. All 

Table 11.3. Examples of Raman Microscopy Applications 

Configuration Sample Reference 

Single-point sampling 
Single-point sampling of 

Single point, confocal 
Single point, confocal 
Single point 
Global and line imaging 
Global imaging 
Single point 
Line imaging 
Line imaging 
Hadamard imaging 
Mechanical line scan 
Single point 
x-y image reconstruction from 

line scan 
Hadamard imaging 
Global imaging 
Line imaging 
Single point 

microdroplet 

Poly(ethy1ene terephthalate) 
Toluene in water 

Multilayer polymer film 
Poly(ethy1ene terephthalate) 
Borate minerals (caforsite) 
Polystyrene/polyacrylate composite 
Gallium arsenide semiconductor dots 
Human dentin and resin composite 

Polyvinyl chloride 
Benzoic acid 
TiO2, zirconia 
Carbon fibers 
Glassy carbon and graphite surfaces 

Graphite surfaces 
Human lymphocytes 
CuSCN on platinum electrodes 
Microorganisms 

6 
5 

7 
8 
9 

10 
11 
12 
13 
14 
1s 
16 
17 
18 

19 
20 
21 
26 
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position, pm 

Figure 11.8. Line profile consisting of 3 1 single-point spectra, each acquired between stage 
motions. The spectra were obtained with 3-sec acquisitions along the line shown in the video 
image. The lower plot is the 521 cm-' peak intensity as a function of position on the line. 

31 spectra were stored, so the data may be analyzed post facto and plotted 
in various formats. Shown is a plot of 521 cm-' intensity as a function of 
position along the line to illustrate the spatial distribution of silicon. In this 
example, the silicon intensity decreases drastically when the microprobe is 
positioned over an aluminum circuit feature. 

11.2.3. Confocal Raman Microspectroscopy 

A confocal microscope has an additional aperture, sometimes called a confocal 
hole, that has the effect of decreasing the depth of focus (22). For some appli- 
cations, sampling depth and depth resolution are important to the analytical 
problems involved. For example, a laminated polymer material may consist 
of two or more thin films, and the analyst may need to obtain spectra of each 
layer. If the layers are thinner than the depth of focus, then the spectrum will 
represent an average of the layers. In order to restrict the measurement to a 
particular polymer layer, the depth resolution must be improved. 

The principle of a confocal microscope is illustrated by Figure 11.9, by 
comparison to a conventional, infinity-corrected microscope. Light scattered 
from two sample depths, z1 and 22, is indicated by the solid and dashed lines. 
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Figure 11.9. Schematic of confocal microscope optics, showing addition of a “confocal aperture” 
that restricts sampling depth; z1 and 7.2 represent two depths in a transparent sample. 

For the spectrometer aperture shown (usually the slit), light from both ZI and 
z2  may enter the spectrometer. If both points are within the focal cylinder 
of the laser beam, the spectrum will reflect the average sample composition 
between ZI and z2. The confocal aperture limits sampling depth by blocking 
the light from 12 before it enters the spectrometer. If the sample were homo- 
geneous, the confocal aperture will also decrease signal, since it decreases the 
effective path length. But for a sample whose composition varies with depth, 
the confocal aperture restricts the sampling depth to a region smaller than 
that for conventional optics. The depth resolution depends on the confocal 
aperture diameter, among other factors, and some instruments have provision 
for varying the aperture diameter. The confocal aperture need not be located 
exactly as shown in Figure 11.9, and a variety of configurations for confocal 
microscopy have been explored. The aperture may be located farther away 
from the objective lens, as will be described later for a confocal imaging 
system. In fact, the “conventional” spectrometer is to some extent confocal, 
as the entrance slit and the pixel height can act as apertures to decrease the 
sampling depth. 

Figures 1 I .  10 and I 1.1 1 demonstrate the confocal effect for Raman micro- 
spectroscopy of polymer films (7). In Figure 1 1.10, the Raman intensity of a 
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Figure 11.10. Effect of a confocal aperture on the signal for a 10 um-thick polyethylene film 
as a function of focus. An infinitesimal depth of field would yield a step function at zero depth. 
(Adapted from Reference 7.) 

polyethylene band is plotted as a function of focal distance from the surface 
of a 10 pm-thick polyethylene film. If the depth of focus were infinitesimal, 
the intensity vs. distance plot should be a step function. For a real Raman 
microscope and 50 x objective, the signal decreases over a >40 pm range 
(upper plot in Fig. 11.10). When a 300 pm confocal aperture was in place, 
the depth of focus was significantly decreased, as shown in the lower curve 
of Figure 1 I .  10. The utility of this improvement in depth resolution is shown 
in Figure 1 1.11, for a sample consisting of a three-layer film of polyethylene 
(26 pm thick), polyamide (30 pm), and polyethylene (26 pm). Without the 
confocal aperture, the spectra are quite similar for different focal positions, 
since the depth of focus covers all three layers, and the spectrum represents 
the average composition of all three layers. With the aperture present, distinct 
features for the polyamide layer are apparent when the focus is in the middle 
of the three polymer layers. 

The degree to which the sampling depth is restricted by a confocal aper- 
ture is a fairly complex function of objective power and NA, as well as the 
position and size of the confocal aperture. Some experimental observations of 
sampling depth for two microscope configurations are listed in Table 11.4. The 
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Figure 11.11. Raman spectra of a polyethylene (26 pm thick)/ polyamide (30 pm)/polyethlylene 
(26 pm) laminate with and without a confocal aperture. The improved depth resolution with the 
aperture permits discrimination of polyethylene and polyamide spectral features. (Adapted from 
Reference 7.) 

Table 11.4. Depth Resolution (pm) 

Confocal Diameter (pm) 
Objective SO0 300 100 Reference 

SOxLWD > I 6  7 
50 x >8 t6 7 
100 x x2 t2 7 
100 x 1.8 10 
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values listed vary widely for different spectrometers but the trends are valid in 
general. The depth resolution improves (i,e., shorter sampling depth) for higher 
objective power, higher numerical aperture, and smaller confocal aperture. 

11.3. LINE IMAGING 

The technique of obtaining a series of single-point spectra to produce a line 
profile was discussed earlier and represents a simple extension of point-to- 
point sampling. At first glance, line imaging appears quite similar, with an 
end result of a data set consisting of intensity vs. Raman shift and position 
along a line. However, true line imaging is substantially more sophisticated 
than a point-to-point line profile and is a precursor to several of the global 
imaging techniques to be discussed later. Furthermore, it illustrates some useful 
principles that apply to virtually all Raman imaging methods, and it provides 
a useful intermediate step before considering more complex approaches. 

11.3.1. Line Imaging Based on a Line-Focused Laser 

Consider a flat sample illuminated by a line focus similar to that discussed 
in Section 6.3. As demonstrated in Figure 6.20, the scattering from this line 
may be collected and imaged onto the entrance slit of a dispersiveKCD spec- 
trometer. If the user’s objective is a single Raman spectrum with no spatial 
resolution, the slit image on the CCD would normally be binned vertically 
to collect light over the entire line focus. The resulting spectrum represents a 
spatial average of the sample over the line illuminated by the laser and moni- 
tored by CCD. Now, suppose the CCD is not binned along the slit axis, and 
the spectrograph has imaging ability as described in Section 8.2.1. As shown 
in Figure 11.12, each pixel of the CCD along the slit axis collects scattered 
light from a particular position on the line focus. The vertical axis of the CCD 
is a map of the position along the line (labeled “X’ in Fig. 11.12), and the 
horizontal axis of the CCD remains proportional to wavelength. If the imaging 
capability of the spectrograph and collection optics are perfect, then the CCD 
is collecting as many Raman spectra as there are vertical pixels, and each spec- 
trum originates at a discrete position on the line focus. For example, a 256 
(vertical) x 1024 (horizontal) CCD could simultaneously collect 256 spatial 
positions and 1024 Raman shift values during a single CCD integration. The 
image stored from the CCD after integration is a 256 x 1024 data set of 
intensity vs. 1024 Raman shifts and 256 positions along the line focus. This 
experiment is an example of “hyperspectral” acquisition, since it adds a spatial 
dimension to the spectroscopic results, with simultaneous acquisition of spatial 
and spectral data (14,16,23). 
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Figure 11.12. Schematic of line imaging onto a CCD. A line focus at the sample projected onto 
the slit of an imaging spectrograph generates a two-dimensional image of intensity vs. x and AT. 

A line image obtained with the arrangement of Figure 1 1.12 is shown in 
Figure 1 1.13 for a uniform sample of diamond (1 4). Approximately 200 Raman 
spectra were collected simultaneously along a 600 pm line and plotted to show 
only the prominent 1332 cm-' band of diamond. The variation of intensity 
with spatial position is due to laser power variation along the line, a common 
consequence of the use of a cylindrical lens to form the line focus. The center 
100 pm section of the line, shown as a magnified inset, indicates an intensity 
variation of about 5.5 per cent over the line center. An application to a reac- 
tion between polyvinyl chloride (PVC) and triethylamine diamine is shown in 
Figure 1 1.14. A PVC sheet was cut and the edge was polished before examining 
the edge with line imaging. The spatial axis shown in Figure 1 1.14 represents 
depth into the PVC sheet, with the extremes representing the PVC/air interface. 
An initial line image shows uniform Raman intensity with depth, as expected 
for an untreated sample. After exposure of the PVC sheet to triethylene diamine 
for 21 days followed by cutting and polishing, a new feature at 1521 cm-' 
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Figure 11.13. 200 Raman spectra of the 1332 cm-’ feature of diamond obtained with a 600 pm- 
long line focus. The expansion of the middle 100 wm of the line demonstrates relatively constant 
laser intensity. (Adapted from Reference 14.) 

is observed due to C=C bonds resulting from dehydrochlorination. This band 
shows a strong depth dependence, while the weaker 1436 cm-’ band from the 
plasticizer remains constant with depth. So the Raman line image provides infor- 
mation not only about the chemical changes occurring with triethylene diamine 
exposure, but also the extent of those changes with sample depth. Similar infor- 
mation could be obtained with a confocal single-point experiment, but it would 
require many (-100) spectral acquisitions to generate the same data set as that 
obtained with a single line image. 

An important feature of the line imaging configuration is the achievement of 
multichannel acquisition of many Raman shifts along one CCD axis, combined 
with multichannel acquisition of spatial positions with the other CCD axis. 
With some qualifications, the multichannel advantages of speed and improved 
signalhoise ratio (SNR) apply to both the spatial and Raman shift axes. At 
first glance, the simultaneous acquisition of N spectra along a line requires 
1/N as much time as acquisition of the same N spectra by point-to-point 
sampling. For example, acquisition of Raman spectra from 256 points on a 
line with a point-to-point spectrometer would require 256 times longer than 
acquisition of the same data set with the line imager depicted in Figure 11.12. 
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Figure 11.14. Raman line images of polyvinyl chloride, before and after exposure to triethylene 
diamine. Line focus was applied to the edge of the sample after cutting and polishing, so the 
“position” axis represents depth, between the original PVC/air interfaces at 0 and 1500 l m .  
(Adapted from Reference 14.) 

Note that a total data set of over 262,000 Raman intensities as functions of 
position and Raman shift are obtained in a single CCD exposure with line 
imaging, for the case of a 256 x 1024 CCD at maximum resolution. 

These multichannel advantages indeed apply under certain conditions, but 
the situation is rarely so simple. If the power density (P , )  is the same for a 
point-to-point profile compared to a line image, the point-to-point approach 
will require N times as long to acquire spectra from N positions along the 
line. However, the total laser power must be increased to achieve the same 
PO for the line focus, by a factor of approximately N .  If the same total power 
(rather than power density) is used for both experiments, the two techniques 
have comparable total acquisition times for the same SNR. Line imaging would 
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still have certain advantages over point-to-point scanning, such as lower power 
density and relative immunity to laser power fluctuations and/or mechanical 
drift that might change the signal intensity during a series of single-point 
spectra. On the other hand, it is not trivial to generate a constant laser inten- 
sity along a line focus (as apparent in Fig. 11.13), so special optics such as 
a Powell lens (discussed in Section 11.4.3.1) or calibration of intensity varia- 
tion is required to construct an accurate plot of intensity vs. position for the 
line focus. 

The spatial resolution along the line focus is ultimately limited by the 
number of CCD pixels available along the appropriate axis. The spatial reso- 
lution of the collection optics and the imaging spectrograph may degrade 
the achievable spatial resolution at the sample below the number of CCD 
pixels, but the CCD determines the upper bound. For example, a 256 x 1024 
CCD might be used to obtain 1024 Raman shift values from a maximum 
of 256 points along a line focus, when arranged as shown in Figure 11.12. 
However, each pixel corresponds to a very small AD, so a long acquisi- 
tion time would be required. More commonly, the CCD is binned along the 
spatial dimension to yield fewer, larger spatial elements along the line focus. 
For example, binning of four pixels would yield 64 spatial elements along 
the line focus, each of which captures four times as much light as a single 
pixel. So there is a trade-off between sensitivity (or time) and spatial resolu- 
tion. Better spatial resolution along a given line focus requires less binning, 
smaller superpixels, lower sensitivity, and ultimately more time to achieve the 
required SNR. 

11.3.2. Line Imaging with Mechanical Scanning 

Line imaging based on a line focus of the laser involves relatively simple 
apparatus, with the software and CCD doing most of the “work” of generating 
a data set of intensity vs. position and Raman shift. Provided the laser power 
density along the line is constant, or its variations are correctable, significant 
qualitative and quantitative chemical information about the sample along the 
line of focus is obtainable. However, the line focus is not amenable to confocal 
operation since a confocal aperture would truncate the line. In order to vary 
the length of the line focus, the focusing optics must be modified, and the 
collected light will fill a larger (or smaller) fraction of the CCD. In order to 
maintain confocal operation as well as permit a line of user-selected length to 
completely fill the CCD, a mechanical method for generating a line focus has 
been developed and is available commercially. 

The apparatus shown in Figure 1 1.15 generates a line focus mechanically 
rather than optically. A beamsplitter injects the laser beam into the collec- 
tion axis as before, but then the laser is directed to a motor-driven mirror, 
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Figure 11.15. Apparatus for generating a line focus with mechanically scanne nirrors. Scanner 1 
and scanner 2 are computer-controlled oscillating mirrors. The grating and mirrors of the imaging 
spectrograph are located between the entrance slit and CCD but are not shown. (Adapted from 
Reference 10.) 

labeled scanner 1. As the mirror angle is changed electrically, the laser scans 
a line at the sample, along the x axis in Figure 11.15. As the mirror is oscil- 
lated, the laser focal point rapidly sweeps out a line at the sample, although 
at any instant in time the focus remains a point. The amplitude of the mirror 
oscillation is controlled electronically, so the user may select a line of arbi- 
trary length, within the limits of the field of view provided by the microscope 
objective. The backscattered light reflects off the same mirror, so it focuses at 
the confocal aperture regardless of the mirror position. The confocal aperture 
controls the depth resolution in the manner shown in Figure 11.9, but it is 
doing so over the entire line swept out by the oscillating mirror. Once past 
the confocal aperture, the collected light is scanned along the long axis of the 
entrance slit by scanner 2. The two scanners are synchronized in phase (posi- 
tion along the sample line and entrance slit) but may have different amplitudes. 
So scanner 2 may be used to magnify sample lines of different length so they 
fill the entire x dimension of the CCD. The wavelength analysis is carried 
out by an imaging spectrograph, so each x position on the CCD corresponds 
to a particular x position on the sample line. The computer that controls the 
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scanners keeps track of the relationship between the CCD and laser spot posi- 
tions with respect to the line, and the experiment is usually set up by the user 
during video observation of the sample. A line image obtained with mechan- 
ical scanning is shown in Figure 11.16 for the same sample observed with 
point-to-point sampling (Fig. 11 3). 

This mechanical approach to line imaging has the same qualitative outcome 
as the line focus described in Figure 11.12, but there are some significant 
differences in practicality and performance. The mechanical scanner is much 
more complex to implement than the line focus, but it does permit confocal 
operation if desired. The scanning approach is more flexible, since the line 
length may be varied electronically and can fill the full height of the CCD. 
The power density is much higher for the scanning approach, since the laser is 
still focused to a point rather than spread over the line. However, the scanners 

,lt' 521 cm-' 
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X 

Figure 11.16. Line image data from the line shown in Figure 11.8. Laser beam was oscillated 
along the line, and a two-dimensional image of intensity vs. position and Aii was collected at 
the CCD. Upper plot shows individual spectra; lower plot is the intensity of the 521 cm-' band 
vs. position: at 90-sec total acquisition time, 5 mW at sample, 50 x objective. 
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can operate fairly quickly (e.g., several sweeps per second) so possible sample 
damage is reduced by a low duty cycle at each point. Finally, the instantaneous 
power density along the line of focus is constant and equal to the single- 
point power density. So the spectra obtained along the line may be directly 
quantitatively compared. 

11.4. TWO-DIMENSIONAL RAMAN IMAGING 

The addition of a second spatial dimension to the line imaging experiment 
yields the technique most commonly referred to simply as “Raman imaging” 
(1,2). Although several approaches to the problem are available commer- 
cially, they share a common objective of providing Raman intensities as a 
function of AC,x, y ,  and sometimes depth ( 2 ) .  To illustrate an example of 
two-dimensional Raman imaging, Figure 11.17 shows both a Raman image 

Raman image with 501-534 cm’ light 

Figure 11.17. Video and Raman image of an integrated circuit, obtained with line scanning and 
stage translation on a Dilor “ X Y  spectrometer. Area in white box was observed with a 28 x 28 
spatial grid, and the Raman image was reconstructed from 28 CCD exposures. White regions in 
the Raman image correspond to higher Raman intensity in the 501 to 536 cm-’ Raman shift 
range. 
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and a video image of an integrated circuit. The video image shows micro- 
scopic lettering used to label the device and is quite clear in the bright-field 
image. The lower image was formed from light scattered in the range of 
501 to 536 cm-’ relative to the 514.5 nm laser, which includes the silicon 
521 cm-’ Raman band. It is obvious that the dark regions in the video image 
correspond to exposed silicon. Instrumental techniques for generating Raman 
images similar to that of Figure 11.17 differ substantially in their charac- 
teristics, and there is no current consensus on the “best” approach. Before 
considering specific methods, some general observations are worthwhile. 

A generalized imaging experiment has one, two, or even three indepen- 
dent spatial variables (x, y ,  and depth) plus one independent spectral variable 
(Raman shift). The hypercube of intensity as a function of these variables 
comprises the global spatially resolved Raman information for a given sample 
or sample region. The instrument has a CCD with pixels covering two spatial 
dimensions that are interrogated to provide intensity at each CCD position 
after some measurement time. The general imaging problem becomes one 
of how to acquire Raman intensities as a function of x, y ,  z ,  and Ai? with 
a two-dimensional detector and some manageable measurement time. Stated 
colloquially, the CCD has a finite amount of “real estate” (in area and in the 
number of pixels); how should it be used to obtain the spatially and spectrally 
resolved image? In single-point acquisition, the multichannel nature of one 
axis of the CCD is used to obtain multiple Raman shifts simultaneously, and 
the other axis is used to increase AD,  if it is used at all. In line imaging, one 
CCD axis is A t ,  the other x, and a multichannel advantage applies to two of 
the four (x, y ,  z ,  Ai?) independent variables in the hypercube. The remaining 
two variables must be examined sequentially, for example, by changing focal 
position to probe deeper along the z axis. As will be discussed below for the 
case of two-dimensional rather than line images, one can invest the two CCD 
axes toward obtaining x and y spatial information, then scan wavelength, or 
use the CCD for x and AF, then scan y. The labels used to identify imaging 
approaches are not completely consistent in the literature, but “global imaging” 
or “direct imaging” are generally used to describe the approach where a rela- 
tively large sample area is illuminated, and the CCD monitors the x and y 
spatial coordinates for a single Raman shift region at a time. Methods in which 
the CCD monitors one spatial and one spectral coordinate simultaneously are 
generally referred to as “hyperspectral imaging” or “image reconstruction” 
(20,23). Global imaging will be discussed first, followed by several types of 
image reconstruction. 

11.4.1. Global Raman Imaging 

A general schematic of a global imaging apparatus is shown in Figure 11.18. 
The laser is defocused to cover most of the microscope’s field of view. The 
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Figure 11.18. Schematic of global imaging Raman microscope in which one CCD exposure 
yields an x-y  map of a particular Raman shift range. The laser is generally defocused to produce 
a relatively large spot at the sample. 

laser spot diameter at the sample can vary widely in different applications, 
but is often in the range of 50 to 500 bm. Light scattered by the illuminated 
area is collected by the objective and passed through a laser rejection filter and 
wavelength selector, then imaged onto a CCD. If the BR filter and wavelength 
selector were absent, the CCD would produce an image of the sample from 
backscattered laser light (mostly), plus a small amount of Raman shifted light. 
The BR filter rejects most of the elastically scattered laser light, and the 
wavelength selector is tuned to transmit a particular range of Raman shift. 
With both the BR filter and wavelength selector in place, the CCD produces an 
image derived solely (in principle) from Raman-shifted photons. In the general 
terms of Section 11.4, the apparatus of Figure 11.18 uses the multichannel 
advantage for x and y and yields a two-dimensional Raman image at fixed A5 
and z .  In order to obtain Raman spectra as well as two-dimensional images, 
the wavelength selector must be stepped through a series of Raman shifts, and 
a CCD image obtained at each shift value. Similarly, a depth profile would 
require stepping the focus between successive CCD acquisitions. 

Several characteristics of global imaging result from the decision to use the 
multichannel advantage of the CCD for spatial information rather than Raman 
shift. Acquisition of a two-dimensional image at one Raman shift is often very 
rapid, since a large number of sample spots are observed simultaneously. On 
the other hand, acquisition of complete spectra requires many CCD exposures, 
particularly for high spectral resolution. Since global imaging uses a weakly 
focused laser, the power density is much lower than a single-point experiment, 
greatly reducing the risk of sample damage. However, lower power density 
means less signal from each spatial resolution element, so the acquisition 
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time is longer than that for a single point. Finally, large area illumination 
is not amenable to confocal operation, but still retains the relatively short 
depth of focus inherent in microscopes. Several detailed assessments of the 
trade-offs involved in global imaging designs are available in the literature 
(10,20), and the choice of a particular mode is often sample dependent. Overall, 
global imaging has a major advantage in the speed of an acquisition of two- 
dimensional images at selected values of Raman shift, but some compromises 
of spectral performance are required to achieve this speed advantage. 

11.4.2. Wavelength Analysis for Global Imaging 

The wavelength selector is obviously critical to converting a conventional 
microscope with CCD recording into a Raman imager that records images 
of a particular Raman shift value. The important properties of a wavelength 
selector for Raman imaging include transmission, bandpass, and stray light 
level, defined in the same manner as in Chapter 8. Wavelength analyzers in 
commercially available spectrometers include nondispersive devices based on 
angle-tuned interference filters or tunable liquid crystals and dispersive systems 
that use gratings or acoustically generated diffraction grating (acousto-optic 
tunable filter, AOTF). The nondispersive global imager based on interference 
filters is the simplest system conceptually and uses a bandpass filter selected to 
transmit light of a particular range of Raman shift values. This approach was 
introduced in Section 9.1.1 as a means of nondispersive wavelength analysis 
and has been adapted for imaging. For example, an interference filter with a 
bandpass of 2 nm centered at 540 nm transmits Raman-shifted light from a 
514.5 nm laser in the range of 883 to 952 cm-I. Such a filter would generate 
a Raman image from shifted light over a bandpass of -60 cm-', and the 
center Raman shift could be tuned by changing the angle of the filter relative 
to the optical axis. With refinements in filter design plus the use of several 
rapidly interchangeable filters, images over the entire Raman shift range are 
obtainable, with -20 cm-' resolution. An example of a Raman image obtained 
with this approach is shown in Figure 11.19. 

A recent approach to wavelength selection for Raman imaging is based on 
the liquid crystal tunable filter (2). A stack of liquid crystals and polarizers 
is configured to permit electronic tuning of the transmitted wavelength, as 
described earlier in Section 9.1.3. The tuning range is significantly wider than 
that of an angle-tuned interference filter, and a single liquid crystal tunable 
filter (LCTF) can cover the entire Raman shift range. Like an interference filter, 
the aperture of an LCTF is large enough to be positioned in the collimated 
region of the collection axis, as in Figure 11.18. The bandpass of the LCTF 
is -10 to 20 cm-', but its transmission is currently fairly low, t 2 0  per cent. 
One advantage of the LCTF is wide tunability under computer control, so that 
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Figure 11.19. Global images of an array of GaAs semiconductor dots (diameter = 1.4 pm), using 
a Renishaw microscope with wavelength selection by interference filters. Image A is light from 
the 269 cm-' GaAs phonon, after subtraction of the 200 cm-' background. Image B is after 
correction for response variation across the image. (Adapted from Reference 11.) 

a series of images over a range of Raman shifts may be acquired automatically. 
So it is straightforward to generate a data set of intensity vs. x, y, and A5, 
with the acquisition time depending on signal strength, spectral range, and 
resolution. A second advantage is the small size of the LCTF and associated 
optics, so that the entire spectrometer and CCD may be mounted on the top of 
a standard microscope body. An example of a Raman image from an LCTF 
instrument is shown in Figure 11.20. The ability to distinguish two polystyrene 
spheres spaced 200 nm apart indicates excellent spatial resolution, near the 
diffraction limit. 

A wavelength filter for global imaging may also be constructed from a 
diffraction grating, but the process is complicated by the conflict between 
a narrow slit required for spectral resolution and a relatively large field of 
view desired for imaging. If the spectral resolution is decreased to -20 cm-' 
using a wide (-400 pm slit), the entire image may be passed through the 
spectrograph, and the grating may select the desired wavelength range. A 
schematic of a commercial instrument based on this approach is shown in 
Figure I 1.21. The wavelength range is selected by rotating the grating, and 
the slit width is large enough to collect the entire field of view. An additional 
feature of the instrument is a multimode fiber-optic loop between the laser and 
the beamsplitter, which is vibrated mechanically. The varying mode structure 
in the fiber averages out intensity variations across the laser beam and results 
in a constant laser intensity across the illuminated sample area. 
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Figure 11.20. Bright-field and Raman image of polystyrene beads; 992 cm-' light was selected 
with a liquid crystal tunable filter. (Adapted from Reference 2.) 

Figure 11.21. Global imaging with a grating spectrograph. Wide entrance slit transmits entire 
image into spectrograph, which selects desired Raman shift range. (Adapted from Reference 10.) 
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11.4.3. Raman Image Reconstruction 

Several methods for constructing a two-dimensional Raman image from point 
or line spectra have already been described, and several examples are presented 
here. A wide variety of reconstruction methods have been reported and the 
examples below are certainly not comprehensive. In particular, those tech- 
niques available in commercial instruments are emphasized. Furthermore, the 
case of image reconstruction from an x-by-y array of single-point spectra is 
conceptually trivial and is not presented here. 

11.4.3.1 Reconstruction from a Line Focus 

The line focus illustrated in Figures 11.12 to 11.14 has been used to obtain 
two-dimensional Raman images from a series of line images. The spectra 
shown in Figure 11.13, for example, represent Raman intensity along a line 
with a width of 1 to 50 pm and were obtained with a single CCD exposure. 
By adding a motorized translation stage, the sample may be moved along an 
axis perpendicular to the slit axis. A series of line images is obtained to fill in 
the y axis data of the Raman intensity hypercube. The number of points along 
the y axis equals the number of CCD acquisitions and is governed by the 
desired spatial resolution. The end result is a hypercube of intensity vs. x, y ,  
and A t ,  which may be manipulated by the software and to yield presentations 
in various formats. 

The trade-off between spatial resolution and acquisition time arises again 
with two-dimensional image reconstruction, and with even greater impact. As 
noted in Section 11.3.1, spatial resolution for a line image is determined by 
how the pixels are binned along the line image, and the greater the number of 
spatial resolution elements, the longer the acquisition time for a given signal 
or SNR. For example, dividing a line into 100 spatial elements would reduce 
the signal per element by a factor of 10 compared to division into 10 elements. 
So the 100-element line requires 10 times the acquisition time to achieve the 
same signal in each spatial element. Similarly, 100 spatial elements along the 
y axis require 100 CCD exposures and 100 movements of the translation stage. 
Although many factors affect the acquisition time, the trade-off between time 
and spatial resolution is significantly greater for the two-dimensional area. 

A refinement of the two-dimensional line imaging experiment addresses 
the nonuniform laser intensity apparent in  Figure 11.13. A Powell lens is 
designed to have variable divergence across the region illuminated by the 
laser, such that a Gaussian intensity profile is converted to a “flat-topped‘’ 
profile (23). The laser intensity along the line is constant to f 1 0  per cent or 
less, as shown in Figure 11.22A. A Raman image of two 6.7 pm diameter 
polystyrene spheres obtained with the Powell lens is shown in Figure 1 1.22B. 
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Figure 11.22. Illustration of the use of a Powell lens to flatten the intensity profile of a Gaussian 
laser beam. A is the observed laser intensity along a line focus at the sample, and B is a Raman 
image of two 6.7 pm diameter polystyrene spheres reconstructed from a collection of line images. 
(Adapted from Reference 23.) 

In this case, a particularly sensitive spectrometer and an intensified CCD were 
used, so the images were obtained quite rapidly (8 sec to 2 min). 

The mechanical line scanning technique described in Section 1 1.3.2 has 
also been extended to two-dimensional Raman imaging by the addition of a 
computer-controlled translation stage. The result is shown in Figure 11.23 for 
the same pressed pharmaceutical tablet used to illustrate microspectroscopy 
in Figure 11.7. In this case, the laser spot was mechanically scanned along 
a 60 pm line, and the corresponding image on the CCD was binned into 
28 spatial elements. The line was monitored for a total of 180 sec, to produce 
28 spectra, each containing 500 intensities as functions of Raman shift. The 
translation stage was incremented 28 times, and the 180 sec acquisition was 
repeated after each step. The result was a hypercube of intensity vs. x, y ,  and 
Ati, with 28 x 28 spatial elements and 500 Raman shifts. So the total data set 
contained 392,000 intensity values, which could be accessed and manipulated 
after the experiment was over. Figure 11.23A shows the intensity of the 839 to 
875 cm-' region, which includes the 858 cm-' band of the active ingredient, 
4-acetamidophenol. The false color scale represents the most intense Raman 
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Figure 11.23. Raman images of a pharmaceutical tablet reconstructed from 28 line images 
obtained with mechanical line scanning in a Dilor “XY” spectrometer. Both images are of the 
same area on the tablet, but image A is derived from an acetamidophenol band, while image B 
is from an excipient band. False color intensity scale is shown to the right of both images. 
Individual spectra are shown in Figure 11.7. (See color plates.) 

scattering as white and yellow and the weakest as black. It is clear from 
Figure 11.23A that the active ingredient is localized in a -30 km particle. 
The 1081 to 1139 cm-’ shift region contains a band due primarily to the 
excipient (Avicel), whose spatial distribution complements that of acetami- 
dophenol. Two alternative representations of the data of Figure 11.23A are 
shown in Figure 11.24. The 839 to 875 cm-’ image in Figure 11.23A is 
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actually a spatially smoothed version of the raw 28 x 28 matrix shown in 
Figure 11.24A. The smoothing process is mathematically objective but cannot 
generate any new information. Figure 11.24B is a histogram of intensity vs. 
x and y, with intensity indicated by both height and color. 

Both optical and mechanical line scans generate large data sets when used 
to construct a two-dimensional Raman image, but computer power and storage 
is inexpensive in the post-PC world. An advantage of such large data sets is the 
retention of complete spectra for each spatial element, with often high spectral 

Figure 11.24. Alternative representations of the data in Figure 11.23A. Image A is the raw 
28 x 28 spatial grid, with white representing the most intense 858 cm-' band. Image B is an 
axonometric plot showing intensity as both a height above the x-y plane and as a false color 
scale, shown on the right. (See color plates.) 
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resolution. Data analysis techniques based on chemometrics and factor analysis 
may be applied to such data sets to provide greater chemical selectivity. A 
simple example is baseline subtraction in which a broad or sloping baseline is 
subtracted from each spectrum in each spatial element, leaving only Raman 
scattering. Fitting and subtracting baselines is more difficult with the limited 
spectral data from global imaging. Factor analysis is a general term that refers 
to the process of decomposing a series of spectra into components that describe 
variations among the spectra. In principle, every spectrum in an image may 
be described as a linear combination of a relatively small number of “factors,” 
and each factor is often associated with a chemical component in the sample. 
The hyperspectral Raman data set is amenable to factor analysis, so that the 
spatial distribution of chemical components may be determined. Instead of 
observing the distribution of a particular Raman band (as in Fig. 11.23), the 
distribution of an entire spectrum is determined. The Raman image is more 
specific for a particular component when based on factor analysis, resulting 
in greater ability to localize particular chemical species. 

The image of Figure 11.22B is based on the polystyrene “factor” and is 
obviously limited spatially to the polystyrene sphere itself. Factor analysis has 
the added benefit of automatic background correction, since the background 
is often due to a different sample component than the factor of interest. The 
ability of factor analysis to discriminate among similar chemical components 
is illustrated in Figures 11.25 and 11.26. A section of human biopsy tissue 
was mounted in paraffin for conventional analysis by a pathologist. The tissue 
slice contained paraffin plus several structurally similar biological lipids, all 
of which were distributed nonuniformly in the tissue section. The bright-field 
micrograph of Figure 11.25 shows both fibrous tissue and a region suspected 
of being a prostate tumor. Figure 11.25 also shows three single-point spectra 
obtained at different regions on the sample, as indicated. Since paraffin and 
the two naturally occurring lipids have long aliphatic chains, their spectra 
in the spectral region shown are similar but not identical. The software was 
instructed to determine the contribution of each of these three spectra to the 
spectrum observed at each spatial coordinate in the entire image. Figure 1 1.26 
shows an overlay of the Raman analysis on the video image. Each color 
corresponds to the contribution from each of the three components, based on 
the entire spectrum. Although the spectra are similar to the eye, their spatial 
distributions based on factor analysis are clearly distinct. Assignment of each 
of the 28 x 28 spatial points to a particular lipid component by eye would 
have been at least tedious and probably inaccurate as well. 

11.4.3.2 Hadamard Image Reconstruction 

Hadamard transform spectroscopy existed long before Raman imaging, as a 
form of multiplex spectroscopy. A Hadamard mask is an array of clear and 
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Figure 11.23. (See page 324.) Raman images of a pharmaceutical tablet reconstructed from 28 
line images obtained with mechanical line scanning in a Dilor “XY” spectrometer. Both images 
are of the same area on the tablet, but image A is derived from an acetamidophenol band, while 
image B is from an excipient band. False color intensity scale is shown to the right of both 
images. Individual spectra are shown in Figure 11.7. 



Figure 11.24. (See page 325.) Alternative representations of the data in Figure 11.23A. Image 
A is the raw 28 x 28 spatial grid, with white representing the most intense 858 cm-1 band. 
Image B is an axonometric plot showing intensity as both a height above the x-y plane and as 
a false color scale, shown on the right. 
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Figure 11.25. Raman microspectroscopy of a human tissue slice from a prostate cancer biopsy 
specimen mounted in paraffin. Scale on video image is in microns. 

Figure 11.26. Distribution of components indicated in Figure 11.25 overlaid on the video image. 
Each color represents the contribution of a particular component to the Raman spectrum observed 
at each position of a 28 x 28 grid. Obtained with a Dilor “XY’ imaging spectrometer. (See color 
plates.) 
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opaque lines resembling a modern bar code placed at the focal plane of a 
dispersive spectrometer, preceding a single detector. A sequence of mask trans- 
lations between detector readings permits mathematical reconstruction of the 
spectrum. The SNR characteristics are similar to those of a Fourier transform 
(FT) spectrometer, with a multiplex advantage resulting when detector noise 
is important. Hadamard transform spectroscopy has not been used extensively 
for Raman, mainly because of the superior noise characteristics of CCDs. 
However, a sophisticated combination of the Hadamard transform with CCD 
detection has been implemented for Raman imaging (19,24,25). Instead of 
using the Hadamard technique to multiplex wavelength, it is used to multiplex 
space, thereby providing spatially resolved Raman spectra. 

Consider the apparatus of Figure 11.27, which shows an adaptation of 
Hadamard transform techniques to Raman imaging. The laser is defocused 
at the sample so it illuminates a relatively large spot, as is the case for global 
imaging. The Hadamard mask is a two-dimensional pattern of opaque and clear 
regions, which is placed at the image plane of the microscope. Light passing 
through the mask represents a pattern of spatial regions on the sample, which 

Hadamard 
mask 

Cylindrical lens 
J L  I 

laser 
1 

t 
Microscope 

imaging 
spectrograph 

Figure 11.27. Schematic of a Hadamard transform imaging Raman spectrometer. The mask is 
moved between CCD exposures by the stepping motor, and the cylindrical lens creates a line 
focus along the entrance slit to an imaging spectrograph. (Adapted from Reference 24.) 



TWO-DIMENSIONAL RAMAN IMAGING 329 

is then focused to a line at the entrance slit of a spectrograph. This line is then 
dispersed according to Raman shift and imaged onto the CCD. During data 
acquisition, the Hadamard mask is translated along an axis perpendicular to 
the entrance slit, and a CCD image is acquired for each position of the mask. 
Each exposure represents a different set of spatial elements on the sample, 
all analyzed spectrally for Raman shift. Once the set of CCD exposures is 
complete, the Raman hypercube of intensity vs. x ,  y ,  and AV is reconstructed 
mathematically. The spatial and spectral resolution depend on the CCD binning 
and the Hadamard mask, and the now-familiar trade-off between acquisition 
time and resolution still exists. 

Although Hadamard image reconstruction is mathematically complex, it 
is implemented in software and is essentially automatic. Since a relatively 
large sample area is illuminated, the high power densities of point-to-point 
methods are avoided. This can be a major advantage for photo- or thermola- 
bile samples. While Hadamard imaging operates with the low power density 
of global imaging techniques, it also can acquire a large number of spec- 
tral elements simultaneously. The combination of low power density with 
potentially high spectral resolution is a significant advantage of the Hadamard 
technique. 

11.5.4. Relative Speed of Global and Reconstruction 

The trade-offs among spatial resolution, acquisition time, and spectral reso- 
lution were pointed out several times in this chapter. In addition, image 
acquisition techniques vary significantly in power density, which affects both 
acquisition time and the likelihood of sample damage. With so many tech- 
niques and acquisition variables, there is a very large number of possible 
combinations, and it is difficult to generalize about “typical” or “desirable” 
parameters. As is so often the case, the optimum choice of imaging technique 
and acquisition parameters depends on the sample and the information desired. 
Nevertheless, it is useful to compare three of the common imaging techniques 
in order to illustrate some common trends. 

Table 1 1 .S lists relative acquisition times for point-to-point reconstruction, 
line focus reconstruction, and global imaging for several different condi- 
tions. A hypothetical case of up to SO x SO spatial and 150 spectral resolution 
elements is considered, all at a single point along the z (depth) axis. The first 
three columns list the number of AT, x ,  and y resolution elements acquired in 
a given experiment. For example, line 1 represents acquisition of a spectrum 
with 150 Raman shifts at a single spatial point on the sample, while line 5 
represents a SO x SO element Raman image at a single Raman shift value. 
The last three columns list the relative acquisition times to achieve a partic- 
ular signal from a sample with a certain BD product. The actual acquisition 
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Table 11.5. Acquisition Times for a Given Signal Level (150 spectral resolution 
elements, 50 x 50 spatial elements, 1 depthy 

Global imager Line Focus Point-to-point 
Spectral x Y S O  x SO Reconstruction Reconstruction, 
Elements Elements Elements K r n  Area 50 pm Line from 1 K r n  Spot 

1. IS0 1 
2. IS0 so 
3. 150 SO 
4. 1 50 
5. 1 50 

6. 150 1 
7. IS0 50 
8. 150 50 
9. 1 so 

10. 1 SO 

Constant Power Density 

1 150 1“ 
1 150 1 

s 0 1 so 50 
1 1 1 

50 1 SO 

Constant Rita1 Power 

1 375,000 50 
1 375,000 50 

so 375,000 2,500 
1 2,500 so 

50 2,500 2,500 

1 
SO 

2500 
50 

2500 

1 
50 

2,500 
50 

2,500 

“All acquiGtion times listed are relative; actual times will vary greatly with cross section, concen- 
tration, power, etc. 

time depends on many spectrometer and sample variables, but if these are held 
constant, the table entries reflect the relative acquisition times. 

Lines 1 to S of Table 11.5 represent experiments where the laser power 
density is kept constant, even when the laser is focused onto a line or a two- 
dimensional area. In this case, the line focus would require SO times the total 
laser power as a single-point observation, and a SO x 50 pm area 2.500 times. 
With constant power density, the global imager is much faster than a line or 
point focus when an image with only one Raman shift is acquired (line 5 )  but 
much slower if a complete spectrum is acquired at a single sample position 
(line I ) .  In the latter case, much of the data from the global imager is being 
“wasted,” since all but one of the 2500 simultaneously monitored spatial points 
are ignored. For the case of constant power density, the acquisition times for 
a Raman image with II pixels and rn Raman shift values are related simply 
by: 

(1 1.4) 

where T,, T , ,  and Ti are the acquisition times for the same image acquired 
i n  global, point-point, and line imaging modes (2). 
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The opposite extreme from constant power density is constant laser power, 
in which the available photon flux is merely distributed over different areas. 
The much lower power density of global compared to point imaging signifi- 
cantly increases the global acquisition time. For the case of a single spectral 
element and a 50 x 50 spatial grid (line lo), the power density changes and 
spatial multichannel advantage compensate exactly, leading to the same acqui- 
sition time for each imaging mode. In any real global imaging experiment, 
the total power would be substantially increased over that for a point or line 
focus, to reduce the acquisition time from that listed in Table 11.5. A typical 
point focus power might be 3 mW on a 3 pm-diameter spot (42 kW/cm2) 
while a global imager might use 500 mW on a 60 pm spot ( I  7 kW/cm2). In 
most practical situations, the effect of spatial and spectral resolution on acqui- 
sition time is somewhere between the “constant power’ and “constant power 
density” cases shown in Table 11.5. 

As a final generalization on global imaging vs. image reconstruction, it is 
sometimes stated that global techniques stress the spatial information while 
reconstruction techniques stress the spectral information. For rapid, often high 
spatial resolution images of a few Raman shifts (such as line 5 in Table 1 lS), 
the global approach is faster and often superior. But when detailed spectro- 
scopic analysis or baseline subtraction is required, the necessary information is 
present in the line or point focus data sets. Point focus techniques, including the 
mechanically scanned line image, maintain the ability to allow confocal oper- 
ation and can be important when depth resolution is critical to the application. 
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12 

FIBER-OPTIC RAMAN SAMPLING 

12.1. OVERVIEW OF FIBER-OPTIC SAMPLING 

Figure 6.2 and associated text (Section 6.1) introduced the utility of fiber 
optics for coupling the Raman spectrometer to the sample. The laser and 
the wavelength analyzer do not differ fundamentally for fiber-optic compared 
to conventional sampling, although they may be optimized for fiber-optic use. 
The laser light is carried to the sample by an “excitation” optical fiber, and 
the scattered light is returned to the spectrometer by one or more “collection” 
fibers. At the sample, the fibers might be terminated as a simple bundle of 
parallel fibers, or a more sophisticated probe head containing focusing optics 
and filters. The various fiber-optic sampling configurations will be discussed 
in subsequent sections. 

Several advantages of fiber-optic Raman sampling were recognized early, 
before charge-coupled devices (CCDs), Fourier transform (FT)-Raman and 
diode lasers, and provided some of the driving force for the development of 
Raman spectroscopy for chemical analysis (1). First, transmission of visible 
and near-infrared (NIR) light is quite efficient in modern optical fibers, so the 
spectrometer may be located a significant distance from the sample. It is not 
unusual to use fiber optical cables of 10 to 100 m lengths without severe signal 
attenuation. Second, the sample may be located in hazardous or difficult to 
access environments and still be efficiently coupled to the spectrometer. Some 
examples include radioactive storage tanks and human arteries. In the latter 
case, the fiber probe was only 1 to 3 mm in diameter, permitting Raman 
sampling of whole blood or arterial walls in living patients (2). Third, the 
alignment of laser, fibers, and spectrometer may be designed so that sampling 
requires little or no additional alignment. For example, an 18-around-1 parallel 
probe (described below) may be simply immersed in a liquid sample to obtain a 
spectrum. In this case, Raman spectroscopy is no more difficult for the operator 
than acquiring the sample’s temperature with a thermometer. Fourth, fiber 
optics can be used to increase sensitivity by increasing the sampled volume, 
usually by increasing the effective path length. In some cases, the laser power 
density may also be reduced significantly, while maintaining signal. Fifth, 
fiber optics permit a single spectrometer to monitor several sampling points, 
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either sequentially or in parallel using the multitrack method illustrated in 
Figure 8.43. 

These features have considerable value in many analytical applications, 
and have driven both instrumental design and industrial applications. Fiber- 
optic sampling often is a key feature in the development of “process Raman” 
in which Raman spectroscopy is used to monitor chemical production, often 
in-line. Current fiber technology limits transmission of the mid-infrared (IR) 
wavelengths used in FTIR to lengths of a few meters, while the visible and 
NIR light used most often for Raman spectroscopy can travel hundreds of 
meters. When vibrational spectroscopy is appropriate for process monitoring, 
Raman affords significant advantages over FTIR when the sample cannot be 
brought to the spectrometer. After describing some basic fiber properties and 
probe designs, we will illustrate several applications of fiber-optic sampling. 

12.2. FIBER-OPTIC BASICS 

The principles of light conduction in fiber optics are discussed thoroughly else- 
where ( 3 ) ,  but a few issues relevant to Raman spectroscopy will be summarized 
here. Figure 12.1 shows a generic optical fiber, consisting of a core with a 
diameter of 5 to 600 pm and a cladding chosen to have a refractive index less 
than that of the core. Light entering the fiber at an angle less than the crit- 
ical angle for the core-cladding interface is totally internally reflected and is 
conducted down the fiber. Since internal reflection is essentially 100 per cent 
efficient, the only loss mechanism of light within the fiber is absorption and 
scattering by the core material. The major interest in fiber optics for commu- 
nication has resulted in very low loss fibers capable of efficiently conducting 
light for many kilometers at certain wavelengths. 

The range of acceptance angles for an optical fiber is generally stated as 
the numerical aperture (NA). For the case of the square-cut fiber shown in 

Multimode fiber: 

I cladding 
core 

1-100 m 
length 

Figure 12.1. Schematic of light propagation in a typical rnultiinode fiber. y is the acceptance 
angle and is related to the numerical aperture. 
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Figure 12.1, the numerical aperture is given by: 

NA = n M  sin y~ (12.1) 

where n~ is the refractive index of the medium in which a half-angle YM is 
observed. Only light entering the fiber at angles of y~ or less relative to the 
fiber axis will be conducted down the fiber. Similarly, y~ is the maximum 
half-angle of light exiting the fiber into a medium with a refractive index nM. 
Optical fibers commonly used in Raman applications have numerical apertures 
of approximately 0.1 to 0.5, corresponding to half-angles of acceptance of 6" 
to 30" in air. 

Multimode fibers have core diameters in the range of 50 to 600 pm and 
derive their name from the fact that light may take one of many possible paths 
down the fiber. The paths differ in the distance between internal reflections 
and in their entrance and exit angles. Multimode fibers do not retain the 
polarization of the light except over very short fiber lengths. The diameters 
of multimode fibers are large enough to permit straightforward coupling of 
laser and collected scattering into the fiber. Furthermore, multimode fibers 
in the 50 to 250 core diameter range are flexible and quite rugged. When 
the core exceeds about 300 pm in diameter, the minimum bend radius of the 
fiber increases, and the fiber becomes less flexible without damage. Single- 
mode fibers have small core diameters, t 2 0  pm, and support only a single 
conduction mode. They retain polarization of the light, but they are much 
more difficult to align and use. Although single-mode fibers are of primary 
importance to communication applications, their use in Raman spectroscopy 
is limited to a few special cases. 

Transmission by optical fibers is generally a strong function of wavelength, 
with the most efficient communication fibers operating in the region of 1100 to 
1300 nm. Fiber transmission follows Beer's law, but the absorptivity is usually 
expressed in decibels per kilometer or decibels per meter. Equation (12.2) 
relates the intensity incident on the fiber, I0  (ignoring coupling losses), the 
transmitted intensity, I , ,  the fiber length, L (meters), and the attenuation, C X F ,  

in decibels per meter: 

- I ,  = l O - O l o l f L  (12.2) 
10 

Curves of o 1 ~  vs. wavelength for a few optical fibers are shown in Figure 12.2 
(4). Losses in the ultraviolet (UV) are quite high, and fiber lengths of only 
a few meters are practical (and quite expensive). Above about 2.5 pm, silica 
absorbs strongly so the core material must be changed to fairly exotic materials 
such as metal halides and chalcogenides. At present, these materials are also 
quite expensive and are useful for lengths of a few meters at most. 
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Standard HCS 

-I L 
400 700 1000 

wavelength, nm 

Radiation resistant HCS 

0.10 1 

0- 
400 700 1000 

wavelength, nm 

Figure 12.2. Attenuation curves for hard clad silica (HCS) fibers, plotted as dB/m vs. wave- 
length. Peaks correspond to losses caused by fiber absorption. Curves vary greatly for different 
fiber types and compositions. [Adapted from Ensign Bickford product literature (4)]. 

Table 12.1. Measured Transmission of 
200 pm Core Diameter Optical Fibela 

at Ar+ Wavelengths 

Transmittance over  

h (nm) a~ (dBlm)' 3 m 100 m 

514.5 0.018 0.988 0.66 
496.0 0.014 0.990 0.72 
488.0 0.014 0.990 0.72 
476.5 0.020 0.986 0.63 
457.9 0.021 0.985 0.62 

~ ~ ~ 

'Ensign-Bickford HC 212-T fiber, NA = 0.4 
'Data from Reterence 5 

Fortunately, low-loss fibers are available over most of the visible and NIR 
wavelengths in common use for Raman spectroscopy. As an example, some 
measured attenuation values for a commercial, 200 pm fiber at argon ion 
laser wavelengths are listed in Table 12.1 (5) .  Over a 3 meter fiber length 
appropriate to laboratory use, light loss is trivial, while 100 meter lengths 
are possible with moderate light loss. Since commercial Raman probes are 
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available for a variety of common laser wavelengths in the 450 to 1064 nm 
range, the probe manufacturers generally offer suitable fibers for a particular 
application or installation. In many cases, the fiber-optic sampling head and 
fibers are designed to be integrated to a particular manufacturer’s spectrometer, 
so the fiber assembly is sold as an integrated unit, including cables. 

12.3. FIBER-SPECTROMETER INTERFACE 

The fiber-optic spectrometer configuration introduced in Figure 6.2 is shown 
in slightly more detail in Figure 12.3. The bandpass (BP) and band reject 
(BR) filters may be located as shown or integrated into the probe head. 
Probe head designs will be discussed in later sections, but they range from 
a simple bundle of square-cut fibers to quite sophisticated heads containing 
filters and focusing optics. Of interest in the current section are the ‘‘launching’’ 
optics, which direct the laser light into the excitation fiber, and the collec- 
tion optics, which direct the scattered light from the collection fiber into the 
spectrometer. 

excitation fiber 

\ 1 -;OOt m FO cable 

BR filter sample 

Fiber optic \ probe head 
collection fiber(s) 

entrance slit 

Figure 12.3. General schematic of fiber-optic Raman sampling, showing the laser-fiber inter- 
face and the fiber-spectrometer interface. The bandpass (BP) and band reject (BR) filters are 
sometimes integrated into the probe head. The fiber-optic (FO) length can vary over a wide range, 
from less than 1 m to greater than 100 m, depending on the application. 
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12.3.1. Laser-Excitation Fiber Interface 

Ion, He-Ne, and Nd:YAG lasers (Sections 7.3 to 7.5) have well-collimated 
beams of a few millimeter diameters, while diode lasers often have diverging 
beams emanating from an area of a few tens or hundreds of square microm- 
eters. The objective of the laser-excitation fiber interface is to couple a 
maximum fraction of total laser light into the fiber, at angles within the 
numerical aperture of the fiber. For "unfiltered" probes (Section 12.4), a laser 
bandpass filter is necessary for the reasons described in Section 7.6. The laser 
-fiber interface is governed by AC2 considerations in a manner similar to the 
spectrometer described in Chapter 6, so that the &endue through the laser 
optics and fiber remains constant, equal to the smallest value of the compo- 
nent parts. For the laser, A is related to the beam cross section and Q to the 
divergence. For the fiber, A is determined by the fiber cross section and Q by 
the numerical aperture. For the generic fiber shown in Figure 12.1, maximum 
coupling of laser light into the fiber occurs when the laser is focused on an area 
smaller than the fiber cross section, and the input light cone remains within 
the numerical aperture of the fiber. This condition is relatively easy to meet 
for multimode fibers but becomes significantly more difficult for single-mode 
fibers. 

Assuming the AR requirement is met, an additional consideration is the 
optimum divergence of the light exiting the excitation fiber at the probe head 
or sample (1  ). Within the limit imposed by the numerical aperture, the range 
of exit angles approximately equals the range of entrance angles for the inci- 
dent laser light, so the coupling optics can significantly affect the divergence 
of light exiting the fiber. This divergence can affect both the sampling depth 
and the probe efficiency at the sampling end of the fiber-optic assembly, so it 
is a fairly important design issue. Figure 12.4 illustrates two examples, both 
involving a collimated laser beam (e.g., Ar+, 514.5 nm) and a 100 pm fiber 
with NA = 0.3. The laser spot size at he fiber end is given by Eq. (6.2), 
and equals 50 pm for the 100 mm lens and 12.5 pm for the 25 mm lens. 
Both lenses must meet the AQ requirement that the spot size be smaller 
than the fiber end and the incident angle be smaller than yM. Both lenses 
should produce comparable coupling efficiency of laser light into the fiber. 
However, the 100 mm lens produces a divergence half-angle at the probe 
end of 0.6", while the 25 mm lens yields 2.3". This angle may be impor- 
tant to how the laser light penetrates the sample or to how it fills the probe 
head optics. 

The mechanics of the laser-excitation fiber interface include a lens mount 
and a fiber mount with the three translation adjustments shown in Figure 12.3, 
plus yaw and pitch. In some cases, these five fiber adjustments are inde- 
pendent, and the procedure for alignment is often painstaking. However, a 
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focal length = 100 mm 
\ BP filter I 

ed = 0.5 mad, 
1 mm radius %_. 

BP filter 

I .  

focal length = 25 mm 

Figure 12.4. Effect of the focusing lens at the laser-fiber interface on the sue of the light exit 
cone at the \ample or probe head (Angles not drawn to \ a l e  ) 

variety of simpler devices are available that are completely adequate for 
Raman applications. For example, the lens may be integrated with a fiber-optic 
connector (e.g., SMA type) so the X ,  Y ,  and Z adjustments are prealigned (6). 
Efficient coupling is achieved with only the yaw and pitch adjustments. Laser 
manufacturers often sell fiber-optic couplers that attach directly to the laser 
and require minimal adjustment, if any. Provided the AQ requirement is met 
and the fiber position is aligned with sufficient accuracy, it is usually possible 
to couple >80 per cent of the laser light into the fiber, not counting losses 
that occur in the BP filter, if present. 

12.3.2. Fiber-Spectrometer Interface 

Depending on the probe head configuration, the collection fibers returning 
scattered light to the spectrometer range from a single fiber of 50 to 200 pm 
diameter to a bundle of as many as 36 fibers with diameters of 50 to 500 ym. 
Furthermore, the spectrometer input aperture may be a slit of perhaps 25 to 
200 pm width in a dispersive spectrometer or a circular aperture of a few 
millimeter diameter for an FT-Raman system. All spectrometers have an Q 
determined by their f /# as well. The goal of the optics that couple the collec- 
tion fiber(s) to the spectrometer is to maximize efficiency by matching the 
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fiber output to the size and shape of the input aperture and filling the spec- 
trometer Q as much as possible. Stated differently, the e'tendue (AQ) of the 
spectrometer should be met or exceeded by that of the collection fibers (5) .  
Since the spectrometer e'tendue usually limits that of the overall system, it 
should not be degraded by the optical-fiber system. 

In principle, the collection fiber can be placed directly at the spectrometer 
input aperture, as shown in Figure 12.5A. In this case, the light cone leaving 
the fiber should fill the collimating optic of the spectrometer, effectively 
matching the f / #  of the fiber and spectrometer. While this direct coupling 
method works, it is more common to insert optics between the fiber and spec- 
trometer aperture, to permit the use of a filter or slit, or to adjust the fiber 
numerical aperture to that of the spectrometer. Figure 12.5B shows coupling 
optics that change an f /2 fiber output to f I4 to enter the spectrograph and 
allow insertion of a filter and slit. For the example of Figure 12.5B, the fiber 
diameter would be magnified by a factor of 2 when imaged onto the slit. The 
lens may also be chosen to image the fiber without magnification (or even 
with demagnification), but the AQ product will remain constant. 

An additional feature of fiber-optic collection is the ability to change the 
shape of the sample area from which scattering is collected before the light 

entrance slit 

A 

t 
I 

collimating 
mirror 

J entrance slit 

B collection fiber 

2f 1 f 

B R  

Figure 12.5. Two methods for directing light exiting the collection fiber into the spectrometer 
slit or aperture. Case A is simple and direct but does not allow adjustment of the numerical 
aperture of the fiber to match the f /# of the spectrometer. Case B is more common both because 
of greater flexibility and because it provides a parallel path region in which to place a BR filter. 
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enters the spectrometer. For example, a circular bundle of 18 fibers that 
collect the scattered light may be reconfigured as a line to match the entrance 
slit of a dispersive spectrometer (1 3). This operation does not violate the 
constancy of AS2 but does permit reshaping the observed area into one more 
amenable to the spectrometer. A few arrangements of input fibers are shown in 
Figure 12.6. Either these configurations are input to the spectrograph directly 
(as in Fig. 12.5A) or imaged onto the entrance slit of a dispersive spectrograph 
or the aperture of an interferometer. 

It is useful at this point to note the relationship between fiber diameter 
and slit width for the case of a dispersive spectrometer. As described by 
Eq. (8.7), the resolution of a dispersive spectrometer is determined by the 
slit width. In addition, the area (and e'tendue) of collection depends on how 
much of the cross section of the fiber is analyzed by the spectrometer. As 
shown in the upper diagrams of Figure 12.6, the slit may block part of 
the fiber when the slit width is smaller than the fiber diameter. As the slit 
width is increased beyond the fiber diameter, the slit no longer functions, 
and the resolution is determined by the fiber diameter. If a particular appli- 
cation uses small diameter fiber (e.g., 4 0  pm), the slit may be deleted from 
the system altogether. If high resolution requires a slit narrower than the 
fiber diameter, some scattered light intensity must be sacrificed. For FT- 
Raman systems, the resolution depends on the aperture size very weakly, 
so a relatively large fiber bundle area may be monitored. In fact, a drawback 
of fiber-optic sampling with FT-Raman systems is that the large available 
e'tendue of the spectrometer is usually underfilled by the fibers and effectively 
wasted. 

Fiber arrangements at entrance slit 
entrance slit 

, I  I !  

line of fibers to 
match slit multitrack operation 

fibers separated for 

, I  
X I  

I I  
I 8  , I  

Figure 12.6. Four configurations of the collection fibers at the entrance slit (or slit image). 
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12.4. FIBER-OPTIC PROBES 

The interface of the excitation fiber, collection fibers, and sample occurs at a 
“probe” or “sampling head” located at some distance from the spectrometer, 
ranging from a few meters to hundreds of meters. The probe must duplicate 
many of the functions of the sampling optics described in Chapter 6, such 
as laser focusing, collection of scattered light, and associated alignment. The 
probe is usually compact and rugged and is often intended for applications in 
uncontrolled or harsh environments such as chemical production facilities. A 
wide variety of probe designs have been reported and evaluated, but they may 
be classified into two general types. Unfiltered probes were developed first and 
have the advantage of small size, low cost, and simplicity. However, inelastic 
scattering within the excitation and collection fibers generates a background 
signal that is difficult to avoid in many practical situations. Filtered probes 
have optical filters built into the probe head to remove the fiber background. 
The sampling head may also include focusing optics that reproduce the 180” 
geometry (Fig. 6.4) at the sample. Filtered probes are larger and more complex 
than the unfiltered variety but are useful in a wider range of applications. 

12.4.1. Unfiltered Fiber-optic Raman Probes 

Some early examples of fiber-optic collection of Raman light scattered by 
a conventional open laser beam exist (7,8) but will not be discussed here. 
In addition, fiber optics have been used for absorption and fluorescence 
experiments (9, lo), resulting in the term uptrode. The first example of Raman 
spectroscopy in which both the excitation light and collected scattering 
are carried by optical fibers appeared in  1983 (1 l), shortly before an 
independent patent submission by Dow Chemical (1 2). These early designs 
were subsequently modified and enhanced by many laboratories and became 
known a\ the “parallel” or “n-around-1” probe geometries. Several basic 
configurations are shown in Figure 12.7. The probe may be immersed in a 
liquid sample or placed near a solid sample. The central fiber carries laser 
light to the sample, with the excitation light exiting the central fiber as a cone 
whose size depends on the numerical aperture or laser to fiber coupling optics. 
The surrounding collection fibers collect backscattered light and return it to the 
spectrometer. If all of the fibers have the same diameter, the 6-around-1, 18- 
around- 1, and 36-around- 1 packing arrangements provide maximum packing 
density for a given total diameter. Figure 12.7 also shows a photograph of an 
1 S-around- 1 probe illuminated by a desk lamp at the spectrometer end of the 
fiber bundle (5) .  The 200 ym core diameter fibers used in this case have a 
quite thin cladding (15 pm) to permit close packing into a bundle with a total 
diameter of -1 mm. The 19 fibers were encased in epoxy in a melting point 
capillary tube. 
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Figure 12.7. Schematic of the n-around- 1 unfiltered fiber-optic probe. The excitation and collec- 
tion fibers need not be the same diameter, but usually are. The inset shows a photo of an 
18-around- I probe illuminated with white light conducted from the spectrometer end of the fiber 
cable. (Adapted from Reference 5 ) .  

Figure 12.8 shows a spectrum of four samples obtained with an 18-around-1 
probe and a dispersiveKCD spectrometer (1 3). The spectra are nearly identical 
in both appearance and signal magnitude to those obtained with conventional 
90" or 180" geometry, even though the fiber spectrum required minimal sample 
alignment. The fiber probe is actually collecting more scattered light than the 
conventional sampling optics, but the overall signal is limited by the &endue 
of the spectrometer. Hence the greater collection efficiency of the fiber probe 
is overfilling the spectrometer, and the two signal strengths are identical. The 
suitability of the unfiltered probe for harsh environments is demonstrated in 
Figure 12.9. An 18-around-1 probe immersed in acetonitrile was lowered into 
liquid nitrogen, thus freezing the acetonitrile around the probe. An excellent 
spectrum was obtained, without the need for a specialized cryogenic cell, 
windows, or the like. 

Several theoretical analyses of the characteristics of n-around- 1 probes have 
been reported, and they illustrate some important points about probe charac- 
teristics (5,14,15). The relevant variables are illustrated in Figure 12.10. The 
scattered light entering the collection fiber originates in the overlap region 
of the excitation beam and the collection cone determined by the NA of the 
collection fiber(s). For a sample molecule located at a point within this overlap 
region, the incident laser intensity is determined by the distance from the exci- 
tation fiber, and the scattered light entering the collection fiber is determined 
by the inverse square of the distance to the collection fiber face. Integration 
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Figure 12.8. Spectra of two liquids and two solids obtained in rapid succession with an 
18-around-1 probe and a Chromex spectrometer operating at 785 nm. Acquisition time for each 
spectrum was 1 sec or less, and the probe was either immersed in the liquids or directed at the 
powdered solids from distance of about 5 mm. (Adapted from Reference 13 with permission.) 

Acetonitrile, 77 "C 
514.5 nm 

10 1600 3300 

Raman shift, cm-' 

Figure 12.Y. Spectrum of acetonitrile obtained with an immersed 18-around-l probe after 
lowering both sample and probe into liquid nitrogen. Spex 1403 scanning/PMT spectrometer, 
514.5 nm laser, about 10 min total acquisition time. (Adapted from Reference 5 with permission.) 
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’ I  t 
dead zone 

Figure 12.10. Parameters governing light collection from an n-around-l probe, which are also 
used in most theoretical calculations of probe efficiency; r represents a point within the overlap 
of the excitation light and the numerical aperture of the collection fib+). The signal may be 
predicted by integrating Eq. (2.19) over the entire overlap region, taking into account the laser 
power density and the distance from the collection fibers. 

of Eq. (2.19) for each point r within the overlap region yields the theoretical 
signal magnitude as a function of probe parameters such as fiber radii, NA, 
and fiber spacing. 

Several results of the theoretical analysis deserve special note. First, there 
is a “dead zone” near the fiber face from which no Raman light is collected. 
The sample must be deep enough and transparent enough to permit overlap of 
the excitation and collection cones. Second, collection is most efficient when 
the excitation and collection fibers are close together, so thin fiber cladding 
results in closer packing and larger signal. Third, the signal is larger for a 
large collection fiber area, resulting from either large collection diameters 
or many collection fibers. This advantage diminishes as collection fibers are 
added because additional fibers are necessarily farther from the excitation 
fiber. Also, the collection fiber area is ultimately limited by the spectrometer 
aperture, as the signal will not increase once the fiber AQ exceeds the spec- 
trometer AQ. Fourth, the n-around-1 geometry probes fairly deeply into the 
sample because the overlap region increases in size with distance from the 
probe tip, and a larger number of sample molecules is observed. Figure 12.1 1 
shows the relative signal as a function of sample depth for an excitation NA 
of 0.075. Each curve corresponds to a different collection NA, which is deter- 
mined by the collection fiber or the spectrometer (whichever is less). Notice 
that the signal is still increasing at a sample depth of 1 cm. Experimentally 
observed points for a particular case (collection NA = 0.15) are also shown 
in Figure 12.1 1. Not surprisingly, the lower collection NA (narrower cone) 
collects deeper into the sample but yields a smaller total signal. 
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Figure 12.11. Calculated Raman signal for an n-around-l probe as a function of numerical 
aperture and sample depth. Penetration into the sample for unfocused probes is quite deep, often 
exceeding 1 cin. (Adapted from Reference 5 with permission.) 
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Figure 12.12. Variations on the n-around-1 probe, which increase the overlap of the excitation 
light and the collection region. A is a single fiber arrangement, B is based on the Dow patent 
( 12), and C and D use beveled fibers (1 6). 

The already fairly efficient collection efficiency of parallel n-around- I probe 
has been further improved by modifications to the probe tip, four of which 
are shown in Figure 12.12. The single-jiber configuration has the advantage 
of complete overlap of excitation and collection regions and has been used 
successfully for fluorescence experiments. However, the background scattering 
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from the fiber is severe due to the long path length in  the fiber, and only 
very short lengths of fiber are tolerable ( t 1 0  cm). The angled arrangement 
(Fig. 12.12B) is the basis of the early Dow patent (12). It increases the overlap 
of the excitation and collection regions, and also reduces reflections when 
a window is placed on the end of the probe. As discussed below, reflec- 
tion or scattering of laser light by a window back into the collection fibers 
can be a serious issue with unfiltered probes, and the angled probe mitigates 
the problem somewhat. The remaining arrangements shown in Figure 12. I2 
involve beveling one or more fibers so the fiber face is not perpendicular 
to the fiber axis. For the case of Figure 12.12C, refraction of the laser light 
directs it toward the center of the probe, and the collection fiber preferentially 
samples light from the region near the probe center (1 6). Hence the overlap 
of excitation and collection is increased over the same probe with square-cut 
fibers. A window is often added to the probe to reduce contamination of the 
fibers. The design of Figure 12.12C is effective for only a pair of fibers and is 
not amenable to employing a bundle of collection fibers to improve collection. 
The design in Figure 12.12D uses a square-cut excitation fiber and beveled 
collection fibers to create an efficient 6-around-1 probe (16). 

12.4.2. Problem of Fiber Background 

As noted above, an issue with fiber-optic Raman sampling is the background 
generated by inelastic scattering within the fiber. The silica used to make most 
optical fibers of interest here is not a particularly strong Raman scatterer, but 
the path length relevant to Eq. (3.6) can be very large. Much of the scatter 
from the fiber occurs within the NA of the fiber, so it is efficiently returned 
to the spectrometer, resulting in the long effective path length. Furthermore, 
the silica spectrum is broad and occurs over most of the useful Raman shift 
range with varying intensity. A typical spectrum of a silica fiber is shown 
in Figure 12.13 (17). While the strongest features occur below -1 100 cm-', 
weak scattering is present over the entire 0 to 3500 cm-I range. Obviously, 
the extent of interference from fiber scattering increases with fiber length, but 
it is also a strong function of the properties of the sample. For clear samples, 
the silica background generated in the excitation fiber is not efficiently scat- 
tered back into the collection fibers, and fiber background is often quite low 
(e.g., Fig. 12.8). However, if the same probe is used to examine a white 
powder, much more of the fiber scattering returns to the spectrometer and 
the background is significant or prohibitive. Figure 12.14B shows a spectrum 
of an acetaminophen tablet obtained with a relatively short (1 m) unfiltered 
probe (18). The additional scattering from silica is obvious and overwhelms 
the acetaminophen signal with longer fiber lengths. 

It is useful to point out that the fiber background does not result from 
scattering solely in the excitation fiber, which then enters the collection fibers 
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Figure 12.13. Raman spectrum of a typical silica optical fiber, showing common Raman features 
from silica; 514.5 nm excitation. (Adapted from Reference 17 with permission.) 
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Figure 12.14. Raman spectra of 4-acetamidophenol obtained with a Chromex spectrometer at 
785 nm. Spectrum A is from conventional, nonfiber 180" geometry; spectrum B was obtained 
with an 18-around-1 unfiltered probe and a short (tl m) fiber-optic cable; and spectrum C with 
a DLT filtered probe and a 17 m cable. Dashed line in spectrum B is the spectrum of silica. 
(Adapted from Reference 18 with permission.) 
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after scattering from the sample. An additional source is unshifted laser light, 
which is elastically scattered into the collection fibers by the sample, then 
is Raman shifted within the collection fiber. In fact, we can show that these 
two contributions are equal for the case of equal excitation and collection 
fiber lengths. Suppose s, is the fraction of light that is Raman scattered by 
the excitation fiber (per meter) and conducted down the fiber to the sample 
(length l ,),  and e ,  is the fraction of light that is elastically scattered by the 
sample and collected. The inelastic silica background (including Raman) from 
the excitation fiber, which is detected by the spectrometer (Be),  is 

Be = Poselee, (12.3) 

where PO is the laser intensity incident on the excitation fiber, and losses 
within the fibers are ignored. Unshifted laser light leaving the excitation fiber 
will also be scattered into the collection fiber, with an intensity of Poe,y. This 
light will then generate silica Raman scattering equal to B,: 

B, = Poe,s,l, (12.4) 

with s, and 1, being the scattering efficiency and length of the collection fiber: 

BT = B, + B e  = Poes(s,le + sclc) (12.5) 

If the excitation and collection fibers have the same length and scattering 
properties, their contributions to fiber background are equal, and the total 
fiber background is 2Poe,s,Z,. For a clear sample, e, is determined only by 
Rayleigh scattering and is often small enough to make BT negligible. For solid 
samples, however, e, may increase by several orders of magnitude, and silica 
background may become prohibitive. Even for small values of e,, long fibers 
will increase s,l, enough to cause serious fiber background. In practical terms, 
the maximum acceptable fiber length for a given experiment is determined by 
e, and the size of the desired Raman signal relative to the fiber background. 
For clear samples (low e,) with strong Raman scattering, relatively long fiber 
lengths (and therefore large sele and s,E,) may be tolerable. But for samples 
with weak Raman scattering and high e ,  (such as white powders), short fiber 
lengths are required to reduce fiber background below the desired Raman 
signal when an unfiltered probe is used. For many real samples, an unfiltered 
probe generates unacceptable background even for very short lengths. 

To summarize the characteristics of unfiltered probes, their advantages stem 
from simplicity and efficiency, while their limitations are due to inelastic 
scattering background from the fibers themselves. When this background is 
tolerable, unfiltered probes are useful in applications requiring small probe size 
(tl mm total diameter) or high efficiency. The signal for unfiltered probes 
can be significantly larger than that from filtered designs because less light 
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Figure 12.15. Two accessories for the n-around-l probe that broaden applicability. A clear, thin, 
protective membrane may be placed over the probe end (19) such that it does not enter the overlap 
region and is not detected (upper drawing). The lower drawing shows a simple relay lens that 
refocuses the probe end in the sample, possibly after passing through a sampling window. 

is lost in optical components and the sampled volume can be large. Unfil- 
tered probes often result in low power density at the sample, which might 
be important for photolabile samples. The dead zone for n around 1 and 
related probes can be a problem for thin or absorbing samples but can also 
be used to advantage for insertion of a thin plastic film to protect the probe 
when immersed in a sample (Fig. 12.15) (19). Since the film is not within 
the sampling region, its Raman scattering does not contribute to the observed 
spectrum. Conversely, the n-around- 1 probes are constrained to sample within 
about 1 cm of their tips, and are not directly compatible with thick windows 
or a working distance greater than -1 cm. A solution to this constraint is 
a relay lens (Fig. 12.15B), which images the fiber probe face at a distance 
determined by the thin lens equation applied to the relay lens. This lens can 
be mounted in a simple attachment that may be quickly placed over the probe 
when desired. 

While unfiltered probes can perform very well for clear samples and rela- 
tively short fiber lengths, the silica background is prohibitive for many appli- 
cations. Process monitoring is one of the primary applications driving Raman 
spectrometer development in which the probe head is located in a chemical 
plant (e.g., at the side of a pipe or reactor) and the spectrometer is in a 
mere controlled environment. such applications generally require fiber lengths 
greater than 10 m, and unfiltered probes are unacceptable. Filtered fiber-optic 
Raman probes were developed to overcome the limitations imposed by silica 
background scattering. 
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12.4.3. Filtered Fiber-optic Raman Probes 

The variety of combinations of filters, fiber optics, and sampling optics will be 
divided here into two types, involving either in-line filters or integrated probe 
heads. In-line filter designs are conceptually similar to the unfiltered probes 
of Section 12.4.1 but add bandpass and band reject filters to the fibers, near 
or at the sample location. Probe heads are often similar to the 180" sampling 
geometries described in Chapter 6, and the fibers are used to convey light 
from the laser to the probe head and the head to the spectrometer. When a 
probe head is used, the fibers serve the function of separating the sample and 
spectrometer by a possibly long distance, but they are not directly involved in 
directing laser light into the sample or collecting Raman scattering. 

12.4.3.1 In-Line Filtered Probes 

An effective in-line filtered probe design is shown in Figure 12.16 for two 
sampling configurations. Miniature lenses, filters, and housings are available 
for fiber-optic applications, which permit insertion of filters with little increase 
in physical size. Graded index (GRIN) lenses collimate or focus the light to 
permit filtering by bandpass or band reject filters, usually miniature dielec- 
tric interference filters. A bandpass filter is used on the sample end of the 

sample 
GRIN lenses 
\\ 

Figure 12.16. Two sampling geometries that use in-line filters near the sample region and graded 
index (GRIN) lenses. For details, see the text as well as Reference 20. 
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excitation fiber to remove inelastically scattered laser light, and a band reject 
filter precedes the collection fiber to avoid inelastic scattering during transit 
back to the spectrometer. Both linear (Fig. 12.16A) and “V” configurations 
(Fig. 12.16B) have been evaluated (20). In-line filtering yielded excellent 
reduction of fiber background, such that weak scatterers were observable with 
a fiber length of 100 m. Since the filters and GRIN lenses may be quite small 
(t5 mm in diameter), they do not greatly increase the size of the overall 
probe. 

An alternative in-line arrangement uses the fibers themselves as filters. 
Fibers containing rare-earth oxides can be fabricated to absorb light of partic- 
ular wavelength ranges. For example, a short (several centimeters) length of 
such fiber may be used to attenuate laser light before transmission between the 
sample and spectrometer, thus reducing fiber background in the “collection” 
fiber. This design avoids coupling losses in the GRIN lenses and filters and 
maintains the small diameter of the fiber bundle (21). At present, the design 
is limited in versatility, since the availability of absorbing fibers is limited. 
Since filtering is based on absorption, the low Raman shift range is generally 
inaccessible. 

A major improvement of the in-line filtering approach occurred with a 
patent by Carrabba and Rauh in 1992 (22). The excitation and collection 
fibers were filtered with BP and BR filters as before, but the filtered laser light 
axis was combined with the collection axis with a dichroic mirror, as shown 
in Figure 12.17. The dichroic transmits laser light but reflects Raman-shifted 
light, thus directing it into the collection fiber. This approach has several 
significant advantages over the in-line filtered or unfiltered designs. First, the 
overlap of the excitation and collection regions in the sample is not dependent 
on fiber positioning, and the coaxial geometry leads to more reproducible 
sampling and scattering intensity. Second, the focal length of the objective lens 
may be varied, to permit sampling through a window to vary the effective path 
length. Third, the entire assembly is small and rugged, with an outside diameter 
of -15 mm. These advantages occur while the fiber filtering is maintained, so 
long fiber lengths may be employed. The Carrabba and Rauh design was the 
forerunner of the probe head designs in most common use currently, and it 
incorporates most of their features. The probe head configurations discussed 
next are physically larger and generally more versatile. 

12.4.3.2 Fiber-optic Probe Heads 

The most popular probe heads in current use are conceptually similar to the 
Carrabba and Rauh design, with the excitation and collection axes combined 
to form a coaxial 180” sampling geometry. The integration of fiber connec- 
tions, lenses, and filters into a small probe in the Carrabba and Rauh design 
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1-50 mm 

Figure 12.17. Integrated probe containing filters and focusing optics developed by Carrabba and 
Rauh (22). The external diameter is small (<2 cm) and the probe is very rugged compared to 
laboratory optics. 

limits the range of compatible optics and filters and makes probe modification 
and internal alignment difficult. Subsequent designs were directed toward a 
larger probe head, often containing holographic optics, which permitted an 
interchangeable objective lens. The result is a probe head that is roughly the 
size of a flashlight and that may be connected to the laser and spectrometer 
with fiber-optic cables. Once the head itself is aligned internally, it may be 
easily connected to the spectrometer and laser without further alignment. The 
fiber-optic cables are usually terminated with standardized connectors (e.g., 
SMA), so connection of probe head to spectrometer becomes as easy as inter- 
connecting electronic components with BNC cables. When configured this 
way, the optical fibers are serving to spatially separate the spectrometer and 
laser from the focusing and collection optics, and the probe head is duplicating 
the function of conventional focusing optics, at possibly great distance from 
the spectrometer. 

Perhaps the simplest (but not the first) example of this approach is a direct 
descendant of the 180” geometry used in microscopes (Fig. 6.3). A partially 
reflective mirror or dichroic mirror combines the excitation and collection 
axes, as shown in Figure 12.18 for a probe built by DLT, Inc. This mirror 
is commonly referred to as a “beamsplitter,” even though its function is 
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to spectrometer 
4 

from laser 

Figure 12.18. Probe head based on a cube about 5 cm on a side and incorporating filters, beam- 
splitter, and focusing optics. The probe is designed to accept standard fiber-optic cables terminated 
with SMA connectors. Designed by DLT, Inc. (23) and used to acquire Figure 12.14C. 

beam “combination” in this case. A discrete lens and bandpass filter direct 
the filtered laser light onto the beamsplitter, then another lens focuses the 
scattered light into the collection fiber. The combination of excitation and 
collection axis into a collimated beam at the objective lens is a significant 
advantage of the design of Figure 12.18, which is shared by the nonfiber 1 80” 
geometry of Figure 6.4A and the probe heads discussed below. The objective 
lens may be interchanged easily to vary the working distance and depth of 
focus, as described in Section 6.3.2. This feature is very useful when the probe 
is used for different applications, where the probe to sample distance may need 
to vary. For example, a transparent window, which is thin compared to the 
working distance, may be used to protect the probe and contain the sample, 
with generally small contribution to the Raman signal. 

With the proper choice of filters, the probe head of Figure 12.18 can 
greatly reduce interference from silica. Figure 12.14B showed such interfer- 
ence for the case of an unfiltered probe and short (1 m) fiber-optic cable 
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length. Figure 12.14C is a spectrum of the same sample obtained with the 
DLT probe head of Figure 12.18, and 17 m cable length. The contribution of 
silica is negligible, even with the long fiber-optic length. The beamsplitter in 
Figure 12.18 is often a weak point in the design, due both to low efficiency 
and to contributions to the background. A simple 50 per cent reflective mirror 
will sacrifice 50 per cent of the laser light and 50 per cent of the Raman light, 
thus decreasing the possible signal by 75 per cent. This loss contributes to the 
significantly weaker signal apparent in Figure 12.14C compared to 12.14B. A 
dichroic mirror reduces this loss somewhat but must be changed for different 
laser wavelengths. Both types of mirrors generate inelastically scattered light, 
and their optical materials must be selected carefully to have low background. 
Overall, the simple design of Figure 12.18 provides reasonable performance 
at relatively low cost and has many of the attractions of more expensive probe 
heads based on holographic optics. 

A more efficient design from Chromex, Inc. shown in Figure 12.19 uses 
a periscope arrangement to inject the laser beam into the collection beam 
axis. The turning mirror in the collection path is small, and represents a fairly 
small fraction of the collection lens area (-10 per cent). This injection loss 
is much smaller than that of a 50/50 beamsplitter, leading to higher overall 
probe efficiency. In addition, the fiber bundle used for collection may be 
reconfigured at the spectrometer to match the entrance slit, thus increasing the 
A Q  product. As with the design of Figure 12.18, the filters are less expensive 
than holographic optical elements and the probe design is quite versatile in 
terms of working distance and laser wavelength. 

A spectrum of 4-acetamidophenol obtained with the Chromex probe head of 
Figure 12.19 is shown in Figure 12.20. The signal magnitude is comparable 

BR filter 

i 

‘i 
\ -+- 

excitation 
fiber 

BP filter 

Figure 12.19. Schematic of the Chromex distally filtered fiber-optic probe, which uses a peris- 
cope arrangement to inject the laser beam into the collection axis (24). The collection fibers 
are arranged as a circular bundle in the probe, and a line at the spectrometer, matched to the 
entrance slit. 
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4-acetamidophenol, 785 nm, 50 mW, 1 second 

Conventional 
180 sampling 
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Figure 12.20. Spectra of acetamidophenol obtained with the fiber-optic probe of Figure 12.19 
(upper spectrum) and with conventional 180" sampling (similar to that of Fig. 6.5D). In both 
cases, 50 mW of 785 nm laser power impinged on the sample, and other acquisition conditions 
were identical. 

to that obtained with conventional 180" sampling, for the same integration 
time and laser power at the sample. A detailed study investigating quantita- 
tive analysis of intact pharmaceutical capsules using this probe has appeared 
(24), and the Raman results were of comparable accuracy to those from 
diffuse reflectance infrared spectroscopy. A significant advantage of the Raman 
approach was the lack of sample preparation and rapid, nondestructive data 
acquisition. Spectra of the active drug (bucindolol) at three different concen- 
trations in an excipient are shown in Figure 12.21. 

The high optical density of holographic rejection filters for laser light 
described in Section 8.2.5.2 is accompanied by a high reflection efficiency 
for the same laser light. So a holographic rejection filter may also be used as 
a very efficient mirror that selectively reflects a narrow band of wavelengths 
and transmits all others. This property of holographic filters is exploited in 
the Dilor "Superhead" design shown in Figure 12.22 (25). The excitation and 
collection fibers enter the probe head parallel but not coaxial, and the laser 
light is filtered to remove silica background. A holographic filter serves to 
combine the laser and collection axes, as well as reject much of the elastic 
scatter returning from the sample. An additional notch filter precedes focusing 
onto the collection fiber. As with the DLT and Chromex designs, the working 
distance may be varied easily by changing the objective lens. 

A further refinement in head design improves the laser filtering by 
adding an additional holographic element. The Kaiser Mark I1 head shown in 
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Figure 2.21. Raman spectra of bucindolol capsules with the Chromex probe ant Raman 2000 
spectrometer. The active drug had three different concentrations (0, 50, and 100 mg) in an 
excipient similar to lactose. The bands at -2200 and 1400 to 1500 cm-’ are due to bucindolol, 
as are other less obvious bands overlapping the excipient features. The spectra were obtained on 
intact capsules, with the beam transmitted through the thin (and weakly scattering) gel capsule 
material. The 50 and 100 mg spectra are offset for clarity. (Adapted from Reference 24 with 
permission.) 
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Figure 12.22. Schematic of Dilor “Superhead” fiber-optic probe head. The objective lens may 
be replaced to permit different working distances and focal spot diameters. 
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Figure 12.23. Schematic of Kaiser Mark I1 fiber-optic probe head. A holographic diffraction 
grating and pinhole act to remove silica scattering from the laser light and improve beam quality 
by spatial filtering. (Adapted from Reference 1 with permission.) 

Ribonucleotides in 50 pm capillaty, 532 nm, 2 W, 1 second 
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Figure 12.24. Spectra of dilute solutions of rihonucleosides obtained with the Kaiser Mark 11 
probe and Kaiser spectrograph. Solutions were in a 50 pm capillary in which they had been 
concentrated by isotachophoresis. (Adapted from Reference 27.) 

Figure 12.23 combines the holographic bandpass filter described in Chapter 7 
(and Fig. 7.1 1) with an already efficient probe head (26). The holographic BP 
filter transmits a greater fraction of the laser light than a dielectric BP filter, 
and the spatial filtering yields a high-quality beam (in terms of collimation and 
profile) for the objective lens. The Kaiser design is available with a variety of 
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Figure 12.25. Spectra of an asbestos fiber illustrating the focus of a Kaiser Mark I1 probe. A 
2 min acquisition at low power (5  mW) with the fiber-optic probe yielded a useful spectrum 
that compares well (except for SNR) to a dedicated Raman microscope requiring much longer 
acquisition time and higher power. (Adapted from Reference 1 with permission.) 

focusing lenses and other sampling attachments to interface to a potentially 
wide range of samples. Figure 12.24 shows spectra of four ribonucleotides 
in aqueous solution obtained with a Mark I1 probe (27). The sample was 
contained in a 50 Fm capillary during isotachophoresis, so extremely small 
quantities of sample were involved (much less than one nanomole). The tight 
focus of the Mark I1 was used to advantage to obtain Figure 12.25, a spectrum 
of a single asbestos fiber. The spectrum is comparable to that from a dedicated 
Raman microscope. The high noise for the probe is attributable to the much 
shorter integration time. 

12.5. COMPARISONS OF FIBER-OPTIC SAMPLING PROBES 

It is clear from previous discussions that fiber-optic probe designs differ 
substantially in sensitivity, background interference, acceptable fiber length, 
size, and fragility, not to mention cost. As always, the choice of probe depends 
on the requirements of the application, so there is no “best” design. Neverthe- 
less, it is useful to address some general comparisons of probe performance. 

12.5.1. Probe Figure of Merit 

In principle, the signal and signalhoke ratio (SNR) figures of merit discussed 
in Sections 3.4 and 4.4 can be applied to fiber-optic sampling. Equation (3.11) 
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defined a figure of merit for a Raman spectrometer that normalized the 
observed signal for laser power, sample concentration and cross section, and 
measurement time. One may draw the same distinction between a FL [based 
on total laser power, Eq. (3.11)] and Fs  [based on power density, Eq. (3.10)]. 
As with conventional sampling, probe heads vary significantly in the power 
density to which the sample is subjected, with possibly large effects on signal 
and sample radiation damage. A pragmatic approach is to determine a figure of 
merit empirically by substituting observed parameters for a particular sample 
into Eq. (12.6), using the variables defined in Section 3.4: 

(12.6) 

The observed F'i depends on several variables, particularly the fiber numerical 
aperture, sample depth, interfiber distances, filter losses, and so fourth Simi- 
larly, an SNR figure of merit may be determined empirically, which would 
incorporate SNR degradation due to fiber background. Equation (1 2.7) for 
F& is identical to Eq. (4.25), and both are based on experimetnally deter- 
mined variables: 

(12.7) SNRobs 
(PO P A D A  t M  ) l P  

F',NR = 

It is theoretically possible to predict F$ and FLNR for different probes, but it is 
difficult to achieve generality because the results depend on sample properties 
such as transparency and inelastic scattering efficiency. Nevertheless, for a 
given type of sample, such as a clear, deep liquid, F s  or F$ can provide a 
direct prediction of relative signal strength. 

12.5.2. Comparisons of Fiber-optic Probes 

Cooney and co-workers (14,15) performed a detailed theoretical and exper- 
imental analysis of probe variations similar to the designs of Figures 12.7, 
12.12, and 12.17. These designs do not involve a separate probe head (such 
as those of Figs. 12.20 and 12.21), but some do involve distal filtering. A 
figure of merit was calculated for each design, including the n-around-1 probe 
with flat or beveled tips, and covering a range of fiber diameters and numer- 
ical apertures. Their predictions of the dependence of the figure of merit on 
fiber diameter and interfiber spacing were consistent with those discussed in 
Section 12.4.1. Several examples are shown in  Table 12.2, based on calcu- 
lations similar to those shown in Figures 12.10 to 12.12. Notice that F$ 
increases for the beveled tip over the flat tip due to the increased overlap 
shown in Figure 12.12. Increased numerical aperture and closer fiber spacing 
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Table 12.2. Calculated Fs I for Several Probe Designsa 

Interfiber 
Collection spacing F$ 

Excitation Radius radius (center to (relative to 
Type Design wm Pm center) p m  type 1) 

1 1 around laah, 100 (NA = 0.22) 100 (NA = 0.22) 200 1 .oo 
flat tip 

flat tip 

flat tip 

2 1 around la ,b ,  100 (NA = 0.33) 100 (NA = 0.33) 200 1.53 

3 1 around la,h, 100 (NA = 0.33) 100 (NA = 0.33) 500 0.63 

4 18 around 1 100 (NA = 0.22) 100 - 13.0 
5 36 around 1 100 (NA = 0.22) 100 - 18.6 
6 1 around 100 100 200 1.5 

7 1 around la,", 100 100 500 0.83 
beveled 

beveled 
~~ ~~~~~~~ 

aData from reference 14, with F$ assumed to scale with the normalized Raman power of Figure 1 
of reference 14. 

excitation fiber, one collection fiber, adjacent and parallel 

also increase Fk. Not surprisingly, the largest Fk occurs with multiple collec- 
tion fibers, such as the 18-around-1 design. 

Some valuable experimental results for various probes are shown in 
Figures 12.26 and 12.27. Seven spectra of an acetaminophen tablet observed 
by different probes are plotted on the same intensity scale. The observed 
intensities track the predictions, with larger fibers and beveling resulting 
in stronger signals. Filtering reduces the signal but has the major benefit 
of reducing background. In Figure 12.27, the spectra are replotted after 
normalizing to the intensities of the sample band at -1300 cm-'. Strong 
silica features are apparent at -400 to 600 cm-I for the unfiltered probes. 
For example, the Carrabba and Rauh design (probe) has about 40 per cent the 
signal of an unfiltered 6-around-1 design (probe), but the silica background is 
reduced by a much larger factor, to negligible levels in this case. The trade-off 
between sensitivity and background rejection is fairly general for fiber-optic 
probes of the types in general use. 

12.5.3. Comparisons of Fiber-optic Probe Heads 

The utility and sensitivity of fiber-optic probe heads are more difficult to 
compare than those of the fiber-optic probes of Section 12.5.2 because there 
are a greater number of configurations and variables to consider. Since a 
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Figure 12.26. Spectra of an acetaminophen tablet obtained with different fiber-optic probes, 
with the same acquisition conditions and plotted on the same intensity scale. Relative intensities 
indicate probe efficiency. Probe configurations are: (a) 6 around I ,  beveled, 400 uin diameter 
fibers, unfiltered; (b) 6 around 1 flat tipped, 400 pm, unfiltered; (c) 6 around 1 beveled, 400 km, 
filtered; (d) 6 around I, flat tipped, 200 pin, unfiltered: (e) two-fiber beveled, 400 pm, unfiltered; 
(0 Carrabba and Rauh design (Fig. 12.17): (g) two-fiber, beveled, 400 pin, filtered. (Adapted 
from Reference 15, with permission.) 

probe head is essentially a 180" sampling system located remotely from the 
spectrometer, most of the issues discussed in  Section 6.3 apply. Probe heads 
can differ in working distance, laser spot size (and therefore power density), 
depth of focus, size and number of collection fibers, and the like. A given 
probe is often modified for samples with varying properties. For example, a 
longer focal length objective lens may be more sensitive for thick, transparent 
samples, while a shorter focal length may provide better response for thin, 
opaque samples. So a comparison of probe heads would need to include several 
different sample types and optical variables and would probably lose gener- 
ality. A figure of merit for signal or SNR [as in Eqs. (1  2.6) and (12.7)] could 
certainly be defined for probe heads, but any comparisons of such parameters 
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Figure 12.27. Spectra of Figure 12.26 replotted after normalization to the intensity of the 
1324 cm-' band. Note the variation of the contribution of the silica features in the 400 to 
700 cm-' region for different probe types. The probes are labeled as in Figure 12.26 and ranked 
according to the degree of silica interference. (Adapted from Reference 15 with permission.) 

for competitive head designs would have to precisely specify sample types 
and acquisition conditions. 

That said, there are some useful criteria to consider when evaluating fiber- 
optic probe heads, including: 

1 .  Physical size 
2. Environmental stability (temperature, humidity, etc.) 
3. Working distance between probe head and sample and the ability to vary 

4. Available laser wavelengths and the ability to change wavelengths (if 

5.  Provision for polarization analysis (if desired) 
6. Laser spot size and its effects on power density and depth of focus 

with interchangeable lenses 

desired) 
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7. Compatibility with spectrometer and laser and ease of alignment 
8. Sensitivity to alignment between probe and sample 
9. Sensitivity for a given sample type 

The sensitivity criterion (item 9) is best evaluated with samples of interest 
to the user, as sample properties can greatly affect the signal. It is good practice 
to compare probes in terms of signal per unit of laser power and acquisition 
time (e.g., in electrons per milliwatt per second, or e- mW-' sec-') for a 
given sample. It is usually possible to send particular samples to instrument 
manufacturers for examination with their probe heads and spectrometers. It is 
important to know the laser power and acquisition time used by the manufac- 
turer when making such comparisons. 

12.6. WAVEGUIDE SAMPLING FOR ANALYTICAL RAMAN 
SPECTROSCOPY 

The term waveguide applies to the fiber optic itself but is also used to describe 
sampling arrangements that modify the interactions between the excitation 
light, the sample, and the collected light in one of several ways (1,9). In 
the context of analytical Raman spectroscopy, waveguides have been used to 
increase sensitivity, localize the measurement spatially, and deal with hostile 
or difficult sample environments. Several examples will be described in this 
section, and their potential analytical value will be noted. Throughout the 
section the term waveguide will be used somewhat loosely and is not restricted 
to phenomena that localize or direct light by total internal reflection. Although 
there are notable examples of exploiting total internal reflection to localize a 
measurement to a flat surface (9), the majority of analytical Raman applications 
use waveguides to increase effective path length for bulk liquid samples in 
order to increase sensitivity. The discussion below is limited to such cases. 

A very early application of a waveguide for Raman spectroscopy occurred 
in 1972 by Walrafen, who used a tubular fiber optic to contain the 
sample (28,29). The laser was directed into one end of the tubular fiber 
optic and the light collected from the other end, then directed into a 
dispersive/photomultiplier tube (PMT) spectrometer. The sample was chosen 
to have a refractive index higher than the silica tube, so the laser light and 
much of the scattered light was totally internally reflected within the tube. The 
consequence was a very long path length, in the region of several meters, and 
very high sensitivity. For clear liquids with refractive index greater than silica 
(-1.5), strong Raman signals were achieved with a weak He-Ne laser and 
a spectrometer with much lower sensitivity than a modem dispersive/CCD 
system. 
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The requirement that the sample have a refractive index higher than the 
sample tube material is essential to completely constrain the light inside the 
sample. This is a stiff constraint, and it rules out the use of aqueous samples 
(n - 1.33) in silica (n = 1.55) unless the requirement for total internal reflec- 
tion is relaxed (see below). Some modern variations of Walrafen's approach 
broaden the technique to aqueous samples by reducing the refractive index 
of the sample tube below that of water. Specially formulated fluoronated 
copolymers with n = 1.29 - 1.31 can be extruded as capillaries to contain 
the sample (30,3 1). Total internal reflection is maintained for most aqueous 
solutions, since they have a refractive index greater than the tube material. 

An example of a polyfluorocarbon based waveguide sampler is shown in 
Figure 12.28. In this case, a 180" fiber-optic probe head directs laser light into 
the sample tube and collects the backscattered Raman light. The tube may be 
part of a small flow system that may be filled by a syringe or pump. Waveguide 

Fluoropolymer 

laser 

Liquid in 

u- Liquid out 

Figure 12.28. Schematic of fluorocarbon waveguide for enhancing sensitivity of liquid and 
aqueous samples. May be used as a flow cell as shown in lower drawing. (Adapted from Refer- 
ence 30 with permission.) 
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Figure 12.29. Spectra of 0.1 M Na2CO3 and neat benzene in the waveguide of Figure 12.28, 
with comparison spectra in a 1 cm cuvette; 40 mW laser power in all cases, I sec integration 
for benzene, 10 sec for Na2CO3. (Adapted from Reference 30 with permission.) 

Table 12.3. Observed Raman Sensitivity Enhancements’ for Various Waveguide 
Sampling Techniques 

Laser 
Configuration Wavelength Sample Enhancement Reference 

Tubular silica fiber 632.8 CC14 100- 1000 29 
Fluorocarbon waveguide 785 ChH6 120 30 
Fluorocarbon waveguide 785 0.1 M Na2C03 20 30 

Silica tube 488 0.1 M KN03 33 32 
Melting point capillary 488 Acetonitrile 8 5 

Silica tube 488 CClj 45 32 

“Magnitude of Raman signal with waveguide compared to that without, for same spectrometer, 
laser power, acquisition time, etc. 
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arrangements based on low index materials have shown impressive sensitivity 
gains for both aqueous and nonaqueous samples. Figure 12.29 shows spectra of 
0.1 M aqueous sodium carbonate and neat benzene obtained with the configura- 
tion shown in Figure 12.28. For benzene (n  = 1.50), the Raman signal was 120 
times that for conventional sampling without the tube. Representative sensi- 
tivity enhancements for several waveguide sampling arrangements are listed in 
Table 12.3. A problem arises with the long effective path lengths of these waveg- 
uides when aqueous samples are observed with NIR lasers. The overtones of IR 
transitions in water create NIR absorption bands in the 780 to 1064 nm region, 
thus reducing transparency of both the laser and scattered light. The effective 
path length becomes limited not by the waveguide but by sample absorption. 
For the configuration of Figure 12.28, the sensitivity gain for aqueous samples 
and 785 light is 20, much lower than that observed for benzene. 

18 around 1 probe 
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\ 
sample 
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A 

mple 
solution 

B 

Figure 12.30. Sensitivity enhancement using partial reflection inside a glass capillary with 
-1 mm inside diameter. Sample depth was controlled by N2 pressure. (Adapted from Reference 
32 with permission.) 
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Figure 12.31. Spectra from apparatus of Figure 12.30, obtained with a scanningPMT spectrom- 
eter. Gap in B-carotene spectrum occurred when shutter was closed to avoid large solvent band. 
(Adapted from reference 32 with permission.) 

If the requirement that the sample refractive index be higher than the waveg- 
uide material can be relaxed, the approach may be broadened to more samples 
while retaining some of the sensitivity gain. A quite simple arrangement was 
reported in 1984 (5) and an improved variation in 1987 (32), based on an 
18-around-1 fiber-optic probe directed into a capillary containing a liquid 
sample. As shown in Figure 12.30, the laser light is partially reflected at 
the sample-capillary interface, then totally internally reflected at the capil- 
lary -air interface. Since the incident angle of light on the sample-capillary 
interface is quite large (i.e., grazing incidence), the reflectivity is quite high 
and a large fraction of light is propagated through the sample rather than 
the capillary. A standard melting point capillary attached to the end of an 
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unfiltered 18-around-I probe yielded an increase of a factor of 9 compared 
to the signal without the capillary (5), even though the RI of the sample 
(1.33) was lower than the capillary (1.5). This approach was extended to 
much longer tubes using a sample tube drawn from silica with a capillary 
puller intended for making gas chromatography columns. The arrangement 
of Figure 12.30B combines an 18-around-1 fiber probe with a 1 m sample 
tube. Spectra obtained with this apparatus are shown in Figure 12.31. Even 
with a low-sensitivity dispersivePMT spectrometer, good-quality spectra were 
observed at low laser power (0.13 mW) for CC14 and a very low concentration 
(8 x M) for resonance enhanced /3-carotene. The signal increased with 
sample depth up to about 45 cm, indicating a large effective path length. The 
enhancement ranged from 33 for 0.1 M KNO3 in water (488 nm) to 45 for 
CC14 (32). 

12.7. EXAMPLES OF FIBER-OPTIC SAMPLING 

The chapter thus far has addressed fiber-optic sampling techniques and hard- 
ware, illustrated with a few applications. As noted earlier, there has been a 
wide range of fiber-optic Raman applications presented in the literature, and 
new reports continue to appear at an accelerating rate. Table 12.4 lists some 
examples of applications to illustrate the wide variety and breadth of fiber- 
optic samples. The list is by no means comprehensive, but it should provide 
the reader with a starting point to explore applications in particular areas. 

Table 12.4. Examples of Fiber-optic Raman Applications 

Probe Type Analytical Target Reference 

Unfiltered bundle Coronary artery composition 33, 34 
Fiber-coupled microscope Polyethylene terephthalate fibers 35 

18 around 1 unfiltered NIR Raman of liquids, solids 37 

Filtered probe head Bucindolol in gel capsules 24 

Filtered probe head, robotic Lunar and Martian soil 36 

Filtered probe head Capillary isotachophoresis of ribonucleotides 27 

Single fiber with waveguide epoxy curing 38 
Filtered probe head high-temperature monitoring of minerals 39 
Diamond coated, dual fiber Diamond deposition 40 
n around 1 unfiltered FT-Raman sampling 41 
6 around 1 Phosphonates adsorbed on alumina 42 
6 around 1 Balsa wood, FT-Raman 43 
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CHAPTER 

13 

RAMAN SPECTROSCOPY OF SURFACES 

13.1. OVERVIEW 

By definition, surface Raman spectroscopy deals with samples that are very 
thin, generally ranging from a single molecular layer (or less) to a few microns 
in thickness. The term monolayer is used here to refer to a single layer of 
molecules on a surface, and submonolayer to denote a surface that is partially 
covered by a molecular layer. A multilayer is more than one monolayer thick 
and in the extreme limit approaches a bulk solid or liquid. Figure 13.1 shows 
schematic drawings of surface films of varying thickness. Surface Raman spec- 
troscopy has received significant attention, in part because of the importance 
of surfaces to many areas of science, but also because of the observation that 
certain surfaces yield much larger Raman intensities than expected. “Surface 
enhancement” can yield increases in intensity of greater than a factor of 106 
for certain molecules relative to their solution intensity, and many investiga- 
tors have attempted to exploit the resulting gain in sensitivity for chemical 
analysis. 

Since Raman intensity is proportional to path length [Eq. (2.19)], the very 
thin “samples” encountered in surface Raman are expected to yield very weak 
Raman intensities. A typical molecular monolayer is -10 A thick, corre- 
sponding to a path length of lop3 pm or lo-’ cm. A typical path length 
for a clear sample and 180” sampling (Fig. 6.13) is at least 100 pm, so the 

submonolayer monolayer multilayer 

Figure 13.1. Schematic drawings of molecular films on surfaces. A monolayer is a close-packed 
single layer of molecules, while a multilayer may extend to thick films or even bulk material. 
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surface monolayer is expected to produce a Raman intensity roughly lo5 
weaker than a typical bulk sample, if no enhancements were present. Obvi- 
ously, the problem of observing Raman spectra of monolayers on surfaces 
presents a formidable challenge with regard to sensitivity. A second issue is 
the potential background from the substrate itself. Even opaque solids can 
have sampling depths of several hundred angstroms, much greater than the 
monolayer itself. If the substrate or the sample environment (solution or gas) 
has a significant Raman cross section, it can interfere with the surface signal 
and degrade the signal to background ratio. 

As will be discussed in Section 13.2, these sensitivity and background 
issues make surface Raman spectroscopy without enhancement difficult, but 
still possible and useful. Long before unenhanced surface Raman spectra were 
acquired, however, spectra of surface monolayers were acquired with surface 
enhanced Raman spectroscopy (SERS) (1 -5). For reasons that were initially 
mysterious, Raman spectra of molecules adsorbed on certain metals, mainly 
silver, gold, and copper, were observed to be much stronger than expected. For 
roughened silver surfaces, small adsorbed molecules such as pyridine and CN- 
ion exhibited Raman features approximately lo6 times more intense than those 
for an equal number of molecules in solution. This huge effect boosted the 
surface signal above that of the substrate and solvent and permitted Raman 
spectra of surfaces to be acquired with relatively insensitive spectrometers. 
Because of its fundamental and practical importance, SERS generated thou- 
sands of studies on its origin and applications over a 25-year period, and 
the phenomenon is largely understood. Several aspects of SERS that bear on 
analytical applications will be discussed in Section 13.5, but some introductory 
notes are given here. 

The enhancement observed with SERS is attributable to two effects, often 
called Jield enhancement and chemical enhancement. Field enhancement is 
the larger of the two effects and occurs when metal particles or roughness 
on a metal surface are exposed to laser light of an appropriate wavelength. 
If the metal has suitable optical properties, the electric field of the incident 
light is increased at the particle surface, particularly near regions of surface 
curvature that occur on small particles (1,2,6,7). The local increase in electric 
field is highest at the surface, right where the adsorbed molecules are present. 
An enhanced local field corresponds to an enhanced intensity, effectively 
increasing the power density ( P D )  in Eq. (2.19). The end result is an increase 
in observed Raman scattering of approximately lo4 under optimum condi- 
tions, but the effect is strongly dependent on several variables, as discussed 
later. Chemical enhancement results from interaction between the adsorbate 
molecule and the metal, usually involving electronic effects such as charge 
transfer. These effects may result in resonance Raman enhancement if adsorp- 
tion of the molecule to the surface shifts its optical absorption maximum closer 



SURFACE SENSITIVITY 375 

to the incident laser. Whatever the origin of chemical enhancement, the result 
is an increase in cross section [B in Eq. (2.19)] for the adsorbed molecule 
compared to the gas or solution phase. Chemical enhancement factors also 
vary greatly but are often in the region of 10 to 100. As a very rough rule of 
thumb, the lo6 enhancement commonly quoted for SERS is partitioned into 
factors of lo4 from field enhancement and lo2 from chemical enhancement. 

In the context of chemical analysis, surface Raman applications may be 
divided into two general groups: those with surface enhancement and those 
without. Non-SERS examples are more limited due to sensitivity constraints 
but are of interest when the substrate does not support field enhancement. 
Areas of particular interest include electrochemistry and heterogeneous catal- 
ysis. Analytical SERS applications exploit field enhancement for a large gain 
in sensitivity but require some special properties of the substrate. In many 
cases, an SERS analysis involves a prefabricated substrate introduced into a 
solution or gas sample, followed by absorption and Raman spectroscopy. Some 
examples of this approach are discussed in Section 13.6. To close this brief 
introduction, a few warnings about nomenclature are useful. First, enhance- 
nzent is a matter of degree and may refer to factors ranging from greater than 
lo6 down to just above 1.0 (no enhancement at all). While su$uce-enhanced 
usually denotes large effects, one could argue that a small factor (1.1 to 10, 
say) is still “enhanced.” Second, sufuce or su$uce species may refer to a 
monolayer or less or to a relatively “thick” film such as a polymer coating. 
Clearly, a monolayer or less is affected by the presence of the substrate, and 
special techniques are required to observe its Raman spectrum due to short 
path length. Once the layer becomes large compared to molecular dimensions, 
one could argue that it is a bulk rather than surface material, and it may be 
completely unaffected by the substrate. The path length approaches that in a 
bulk material as the surface film increases in thickness. So the terms surjuce 
and surface species depend on the thickness of the layer of interest, and its 
relation to the sampling depth, the range of enhancement effects (if any), and 
the influence of the substrate-adsorbate interaction on molecular properties 
of the sample layer. 

13.2. SURFACE SENSITIVITY 

The equations developed in Chapters 2 and 3 relating Raman signal to sample 
and instrumental variables were derived by integration of the Raman scattering 
from an incremental sample thickness. For example, Eq. (2.19) states that the 
Raman signal PR is proportional to the sample number density (D,  molecules 
per cubic centimeter) and the incremental thickness (dz ,  centimeters). This 
integration depends on sampling geometry, depth of field, and so forth, as 
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discussed in Chapter 6. For surface Raman spectroscopy, the sample thickness 
is almost always much less than the spectrometer depth of field, and the 
equations for Raman intensity may be rewritten in more convenient form. 
Equation (2.19) becomes 

PR (photons cm-2 sr-’ sec-’) = PDBSDS (13.1) 

where PD = laser power density at surface (photons cmP2 sec-’) 
~s = cross section of surface species (cm2 molecule-’ sr-’1 
Ds = surface number density (molecules cmP2) 

D, combines D and d z  from Eq. (2.19) and is independent of layer thickness. 
In effect, D, is the volume number density ( D )  times the layer thickness 
(dz ) ,  under the assumption that the entire layer thickness is within the laser 
and spectrometer depths of focus. Since surjiuce refers to a depth of a few 
angstroms to much less than 1 pm, the assumption is easily satisfied. Note also 
that PR in Eq. (13.1) equals the specific intensity, as defined by Eq. (2.20), 
with the same units. 

When considering the collection and detection of Raman scattering from a 
surface, the cases of an underfilled and overjilled spectrometer discussed in 
Chapter 3 and Figure 3.2 still apply. The most common geometry is external 

Figure 13.2. External reflection geometry for surface Raman in which the laser spot “overfills” 
the area collected by the spectrometer (AD). 0,” is the laser incidence angle relative to the surface 
normal. 
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reflection from a flat surface, shown schematically in Figure 13.2. For the 
overfilled case shown, the laser spot on the sample surface is larger than the 
area detected by the spectrometer, AD. In this case, PD at the sample is reduced 
by a factor (cosOi,)-’, where O,, is the incident angle of the laser relative to 
the surface normal. Equation (3.6) becomes (13.2) for surface Raman with an 
overfilled spectrometer: 

(13.2) 

where Bs and D, are defined as in Eq. (13.1), and the other terms in (13.2) 
have the same meaning as in Eq. (3.6). Notice that for 180” backscattering 
geometry, Eq. (13.2) applies directly, while for other incident angles PD must 
be multiplied by the factor (cos Oin) -* ,  and the signal decreases. 

For the underfilled case, with the laser spot being smaller than the area 
detected by the spectrometer, the surface signal expression becomes a modified 
form of Eq. (3.8): 

S(e-) = PoB,D,QTQt, (13.3) 

Recall that Po is laser power (photons per second) not power density. Note 
that the Raman signal no longer depends on laser spot size or spectrometer 
AD [since AL = AD in Eq. (3.7)], nor does it vary with incidence angle (8). 

It is instructive to consider predicted intensities based on Eqs. (13.1) 
and (13.2) for several realistic examples. Table 13.1 lists calculated specific 
intensities in the absence of enhancement mechanisms, and the expected 
Raman signal for an efficient dispersivekharge-coupted device (CCD) 
spectrometer (9). Recall from Chapter 2 and Table 2.2 that benzene is a 
moderate Raman scatterer that is nonresonant at 514.5 nm, so it provides an 
estimate for a “typical” surface monolayer. The surface signal is weaker than 
that from a bulk solution by a large factor (-lo7), due to the very short path 
length inherent to a monolayer. The predicted signal is obviously dependent 
on the product BsDs, so a resonant adsorbate such as ,&carotene is relatively 
easily observed due to its large cross section (1 1). For monolayers D, is in 
the range of 6 x IOl3  to 6 x 1014 molecules cm-2 (lo-‘’ to lop9 mol/cm2), 
while multilayers can yield much higher surface densities. Using the units of 
molecules cmp2 for D,, a multil er has a D, equal to the monolayer coverage 
times the number of molecules long the axis normal to the surface. For a 
1000 A thick benzene multilaye T (about 300 molecular layers), the predicted 
signal is 300 times larger than aimonolayer. 

Although the signals predicted in Table 13.1 are indeed small, they are 
observable experimentally with modern equipment and a low background. 
The multichannel advantage and low detector noise of CCDs are critical in 
this regard, as they permit sufficiently long integration times to accumulate 
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Table 13.1. Predicted Raman Intensities for Surface Species 

L;, (photons cm-* 
sec-' sr-') sh (e- sec-') 

Neat liquid benzene,'992 cm-' 1.0 x 10'3 3 x 107 

,%Carotene monolayer (j3 = I .  I x I 0-23 1.0 x 106 

(jl = 2.9 x 10--?' cm2 molecule-' sr-') 
Benzene monolayer (1 x lo-'' mol/cm2)d 9 x  1 0 5  2.7 

Bis-(methyl styryl) benzene 6 x lo7 190 

Anthraquinone-2,6,disulfonate6' 1.6 x 107 46 
Benzene multilayer (1000 ,& thick) 3 x 107 900 

3.4 x 10'' 

(BMB, = 2 x 

"100 mW, 514.5 nm (2.6 x loi7 photon sec-'), 50 Fm x 1 mm laser focus, 180 backscattering, 
from Eq. ( I  3.1). Adapted in part from Reference 9. 
bFrom Eq. (3.6), with AD = 5 x lop4 cm2, Q = 0.4, T = 0.32, Q = 0.049 sr (f/4). 
'For liquid benzene, path length assumed to be 0. I cm. 
"Monolayers assumed to have I )  = 1.0 x 10-l' molkm'. 
'From Reference 10. 

sufficient signal and signalhoke ratio (SNR). Surface Raman spectra may 
involve integration times up to an hour or more, but scientific-grade CCDs 
have low enough dark and readout noise that detector noise contributes negli- 
gibly to the total noise even with such long integration times. In this case, 
the SNR is given by a modified form of Eq. (4.20), which applies to the case 
where the dominant noise sources are signal and background shot noise: 

(PDAD L'lTQt)''* 18,s DS SNR = 
(A& + 1 8 ~  DB 

(13.4) 

Equation (13.4) applies to the overfilled case, and BBDB refers to an effective 
cross section-number density product for the background. Table 13.2 shows 
the effect of relative signal and background strengths for a range of cross 
sections. It is clear that even if the detector contributes no background or 
noise, a large substrate or solution background can reduce the SNR to unac- 
ceptable levels. The SNR tracks t ' /* ,  so the longer integration times allowed by 
low detector dark signal are important. Furthermore, when the background is 
larger than the analyte signal, the SNR is nearly linear with BSD5, as expected 
from Eq. (13.4) when BADs << PBDB. Since the multichannel advantage of 
CCD detectors effectively increases the measurement time over a scanning 
instrument by a large factor (e.g., 1024), multichannel detection is essential 
for acquiring Raman spectra of unenhanced monolayers. 
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Table 13.2. Predicted SNR for Various Sample and Background Combinationsa 

Sampleb 
Background" Observation Predicted 

b.,DJ(sr-') (e- sec-I) Time (sec.) SNRd 

Benzene monolayer 1.7 x 0 1 00 14.5 
Benzene monolayer 1.7 x 10-15 10 100 6.6 
Benzene monolayer 1.7 10-15 1000 100 0.7 
Benzene monolayer 1.7 x lo-'' 1000 3600 4.2 
BMB monolayer 1.2 x 10-13 1000 100 48 
Benzene multilayer, 5 x 10-13 1000 100 165 

1000 A thick 

aAssumes negligible noise contribution from detector. 
"Conditions same as those for Table 13. I .  
"1 e- sec-' corresponds to a ~ B D B  of 6.3 x lo-'' sr-l. 
dFrom Eq. (13.4). 

Reconsideration of Eq. (13.4) in the context of typical surface Raman 
experiments reveals that two major factors dictate the success of the measure- 
ment: the magnitude of BsDs and the background from the sample. The cross 
section-number density product of the surface species of interest (&Or) deter- 
mines the signal magnitude, while the background strongly affects the SNR. 
Clearly, all sources of background noise not derived from the sample such as 
room lights, detector dark signal, and the like must be reduced to negligible 
levels. Even then, Eq. (13.4) and Table 13.2 show that background from the 
substrate or solution degrades the SNR. That said, this degradation of SNR 
may be compensated by increasing the product PDADQTQt. As the B,7D,y 
product decreases or the background increases, the collection and detection 
performance of the spectrometer must be improved to maintain an acceptable 
SNR. As noted in Chapters 3 and 4, large increases in the ADQTQ product 
combined with multichannel detectors have provided the necessary improve- 
ment in sensitivity. 

13.3. SAMPLING CONSIDERATIONS 

Surface Raman sampling has many of the same considerations as the conven- 
tional Raman arrangements discussed in Chapter 6, particularly the case of a 
thin or optically dense sample. In some cases, surface spectra may be acquired 
in air using external reflection geometry, as shown in Figure 13.3A. It is 
often necessary to minimize the laser power density to reduce possible sample 
damage. One approach is the cylindrical focus of Figure 6.19, which couples 
well to the slit on a CCD/dispersive spectrometer. If the focal line image does 
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180°, air 

A 

ultrahigh vacuum: window 

Figure 13.3. Two sampling geometries for surface Raman spectroscopy. (A) is 180" backscat- 
tering, and (B) uses a non-normally incident laser and normal collection through a window in a 
UHV chamber. 

not overfill the CCD, the signal strength is the same for a line focus compared 
to a point focus, with much lower power density (e.g., Fig. 6.20). 

The susceptibility of solid surfaces to contamination often results in a 
requirement for an ultrahigh vacuum (UHV) chamber for preparation and 
observation of particular samples. For many materials, including metals such as 
platinum and nickel, adsorption of hydrocarbons and chemisorption of oxygen 
are quite fast at atmospheric pressure, and the surface must be isolated in UHV 
to prevent rapid degradation. In addition, a sample in UHV may be subjected 
to surface analytical techniques such as X-ray photoelectron and Auger spec- 
troscopy to verify or corroborate Raman results. As a result, much of the early 
and well-characterized surface Raman experiments were carried out in UHV 
chambers operating below torr (12). 

Raman spectroscopy interfaces for UHV chambers are not fundamentally 
difficult to design, since Raman sampling is generally tolerant of the window 
required in the UHV chamber. As shown in Figure 6.7, the window need not 
be near the focal point of the incident laser, so window background may be 
avoided. Some ingenious designs for the UHV-Raman interface have evolved 
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for special purposes, such as the study of SERS as a function of laser and 
scattering angles (12,13). Since UHV equipment is generally quite special- 
ized, there is no "standard" design. UHV sampling has been very important 
for revealing fundamental properties of surface Raman scattering and enhance- 
ment, but the associated constraints on the sample and the complexity of UHV 
equipment make it unlikely that UHV-Raman will have widespread utility in 
analytical applications. 

Surface-enhanced Raman was discovered during Raman observation of 
electrochemical processes at a silver electrode, so surface Raman in electrolyte 
solutions has been studied very extensively (1,2,5,7). Two configurations for 
Raman spectroscopy of electrode surfaces in solution are shown in Figure 13.4. 
These designs permit control of electrode potential during Raman monitoring 
as well as electrochemical preparation of the electrode surface. Electrochem- 
ical roughening of silver electrodes by an oxidation/reduction cycle in chloride 
solution is a common method for generating an active SERS substrate, so 
variations on the design of Figure 13.4A have been used in hundreds of publi- 
cations. Fiber-optic coupling of Raman scattering from a planar electrode in 
solution is shown in Figure 13.4B in which the scattered light is carried to the 

reference -L 

I-'. auxiliary 

A 

laser -3- 
' solution 

I 
A I to spectrometer 

B 

I 
working electrode 

Figure 13.4. Electrochemical cells for Raman spectroscopy based on (A) 180" geometry and 
(B) fiber-optic collection of scattered light. 
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spectrometer by 27 optical fibers. This arrangement permitted efficient light 
collection and a relatively simple interface to the spectrometer (14). 

13.4. SURFACE RAMAN SPECTROSCOPY WITHOUT FIELD 
ENHANCEMENT 

Raman spectra of monolayers were first obtained on roughened silver surfaces 
that exhibit strong field enhancement, since the scanning/photomultiplier tube 
spectrometers of the time needed the gain in sensitivity of a factor of -lo4 
to provide useful spectra (3,4). Multichannel spectrometers permitted spec- 
trum acquisition without field enhancement about 8 years later (12), for the 
reasons discussed in Section 13.2. Surface Raman without field enhancement 
is conceptually simpler, so it will be discussed first. Section 13.5 describes 
the requirements and additional benefits when field enhancement occurs. 

The simplest case of surface Raman would exhibit no field enhancement, 
and the cross section of the adsorbed molecule would equal that of the same 
molecule in solution. This simple condition was assumed for the predictions 
of signal strength listed in Table 13.1 and serves as a useful indicator of the 
required experimental sensitivity. However, the assumption of equal surface 
and solution cross sections is valid only if the interaction between substrate and 
adsorbate is weak and the adsorbate electronic or vibrational characteristics are 
unaltered by adsorption. Since adsorption onto a surface inherently involves 
some adsorbate-substrate attraction, the adsorbate must be perturbed in some 
way. The resulting change in cross section (which may be positive or negative) 
is the chemical enhancement described earlier, and may be as large as a factor 
of 10’. The conditions leading to changes in cross section upon adsorption 
are of obvious importance to the magnitude of a surface Raman signal, and 
ultimately to the success of a surface Raman experiment. 

Adsorbate-substrate interactions may be loosely classified as physisorp- 
tion or chenzisorption, depending on the strength of the adsorbate-substrate 
bond. Physisorption refers to relatively weak and nonspecific attraction of the 
adsorbate to the substrate, such as dipole-dipole, electrostatic, or hydrophobic 
interactions. In chernisorption, there is usually a bond formed between the 
adsorbate and the surface, analogous to those formed in free molecules. For 
example, a pyridine molecule adsorbed on silver interacts through the lone 
pair of the nitrogen atom, forming a coordinate Ag-N bond. Chemisorption 
is more specific than physisorption in that it requires a site on the molecule 
(often a lone pair) and may also occur at specific sites on the surface. Both 
physi- and chemisorption perturb the molecular orbitals and electron distri- 
butions of both the adsorbate and the substrate and are expected to modify 
the optical properties of the adsorbed molecule compared to its free state. 
The issue at the moment is how those changes in electronic structure that 
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accompany adsorption affect the Raman cross section and/or the vibrational 
spectrum. 

The molecular orbitals of the adsorbate and the electronic band structure 
of the substrate may be complex and often poorly understood. So predicting 
interactions between the two is nontrivial and inexact. Stated generally, the 
adsorbate-substrate complex has a different electron distribution from the 
isolated components, resulting in a different cross section. While the details 
are usually complex and often undefined, at least one theory of the effects 
of adsorption on Raman cross section has yielded useful explanations and 
predictions. The theory attributes chemical enhancement of cross sections to 
charge transfer between adsorbate and substrate orbitals (or vice versa) and is 
generally known as charge-transfer theory (1,15,16). 

Consider Figure 13.5, which depicts the energy levels of an adsorbate and a 
metallic substrate. The metal has a band structure resulting from combinations 
of atomic orbitals of metal atoms. The Fermi level is the boundary between 
the filled and unfilled orbitals within the conduction band, and the Fermi level 
moves up or down as the electrical potential on the metal is altered. When the 
adsorbate is widely separated from the metal, it has discrete energy levels that 
are involved in normal and resonance Raman as shown in Figure 1.1. Also 
shown in Figure 13.5A is the energy corresponding to an incident laser photon 
(huo) involved in a normal Raman experiment. A higher energy photon, hub, 
is shown to match a molecular absorption, leading to resonance enhancement 
in the free molecule. 

Upon adsorption, the orbitals of the metal and adsorbate interact to some 
degree, as required to form a metal-adsorbate bond. Overlap of metal and 
adsorbate orbitals permits electrons to be transferred from the molecule to the 

T I 1  

metal molecule adsorbed molecule 
Figure 13.5. Energy level diagrams of a widely separated metal and organic molecule (A) and 
after adsorption of the molecule to the surface (B). E f  is the Fermi level of the metal; hvo is the 
incident laser enervv 
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metal (and vice versa), hence the name charge transfer. For the case shown 
in Figure 13.5B, huo may excite an electron from the ground state of the 
adsorbate into the Fermi level of the metal. Since the adsorbate-metal complex 
absorbs the photon by this charge-transfer process, the cross section may be 
enhanced by resonance. In effect, adsorption of the molecule has created a new 
species that is subject to resonance enhancement for photons of the original 
energy hvo. The adsorbate-surface interaction has shifted the process from 
normal to resonance Raman, with an accompanying increase in cross section. 
An analogous process may occur for metal-to-adsorbate charge transfer as well 
as for the adsorbate-to-metal charge transfer depicted in Figure 13.5B. 

Several characteristics of chemical enhancement, via charge transfer or 
otherwise, distinguish it from the field enhancement discussed in Section 13.5. 
First, chemical enhancement depends on interactions of adsorbate and substrate 
orbitals, not directly on the optical properties of the substrate. Chemical 
enhancement is therefore possible on a wider range of substrates, beyond the 
silver, gold, and copper surfaces that commonly exhibit field enhancement. 
Second, chemical or charge-transfer enhancement requires a specific adsor- 
bate-surface interaction, usually involving a specific chemical site on the 
surface. An example is an adatom site on a metal, where the relatively bare 
atom is more susceptible to complexation with the adsorbate. Third, chemical 
enhancement is very short range and is usually limited to the first layer of 
adsorbed molecules. As noted later, field enhancement can extend into the 
solution for distances of several hundred angstroms. Fourth, charge-transfer 
enhancement is expected to depend on the potential of the electrode, since 
potential varies the Fermi level depicted in Figure 13.5. The case of a silver 
electrode in piperidine solution is shown in Figure 13.6. The intensity of the 
1008 cm-' Raman band of pyridine adsorbed on silver varies by a factor of 
about 3 within a 0.8 V potential range, as E f is tuned by the applied potential. 
In effect, the potential is shifting the pyridine-to-metal charge-transfer transi- 
tion in and out of resonance with the incident laser light, resulting in variation 
in resonance Raman enhancement. 

An early example of surface Raman without field enhancement is shown in 
Figure 13.7. This measurement predated the development of CCD detectors 
and represents a major achievement in terms of sensitivity (12). The adsorp- 
tion of nitrobenzene on a well-defined nickel surface was carried out in UHV; 
then Raman scattering was observed with a single spectrograph and an inten- 
sified Vidicon detector. Unenhanced spectra were obtained from 7.5 x 1013 
molecules cm-2 of nitrobenzene (1.1 x lo-'' mol cm-2), corresponding to 
a submonolayer. Examples of surface Raman spectroscopy with resonance 
enhancement include monolayers of phthalocyanines on gold (1 7) and ordered 
graphite ( I  X), and multilayers of metalloporphyrins (1 9). 
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Figure 13.6. Intensity of the 1020 cm-' band of piperidine adsorbed on roughened silver as a 
function of applied potential. Intensity is relative to the maximum at -0.45 V vs. SCE. Line is 
experimental, dots are a fit to the predictions of the charge-transfer theory for chemical enhance- 
ment. (Adapted from Reference 1, with permission.) 

The nature of chemical enhancement of surface species was examined 
for adsorbates on smooth metal surfaces that have negligible field enhance- 
ment. Surface Raman spectra of pyromellitic dianhydride (PMDA) on Cu( 1 11) 
obtained at different laser wavelengths showed significantly different enhance- 
ments (15). The results support the charge-transfer theory described earlier in 
which the molecular orbitals of PMDA interact with the metal orbitals to 
yield resonance enhancement. A similar study of pyridine on smooth silver 
concluded that a chemical enhancement of a factor of 15 to 65 resulted from 
pyridine adsorption and a charge-transfer interaction (20). The enhancement of 
pyridine scattering on electrochemically roughened copper and silver surfaces 
as a function of both potential and laser wavelength concluded that the charge- 
transfer effects for the two metals depend on their band structure (16). A 
detailed examination of surface Raman spectra of benzene, pyrazine, and s- 
triazine on silver revealed that the selection for adsorbed molecules differs 
from those in bulk solution due to several factors, including symmetry reduc- 
tion, image dipoles, and quadrupole polarizability contributions (21). 

The application of confocal Raman microscopy to surface Raman has led 
to some promising results for transition-metal surfaces that yield weak or 
negligible field enhancement. High-performance CCD detection provided high 
SNR, and the confocal sampling reduced the background from the solution or 
gas over the surface (22,23). Metals such as platinum, rhodium, and ruthenium 
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Figure 13.7. Surface Raman spectra from nitrobenzene on flat Ni (11 I )  in UHV, following 
controlled deposition from the gas phase. Field enhancement is negligible in this case. (Adapted 
from Reference 12 with permission, including reversal of x axis.) 

were electrochemically roughened, but the expected field enhancement was 
quite low (see below). Although this development is quite recent, the prospect 
of obtaining Raman spectra from monolayer adsorbates on metals other than 
silver, gold, and copper is quite promising and may lead to important insights 
into catalysis and surface chemistry. 

Additional examples of surface Raman spectroscopy without field enhance- 
ment involve carbon as a substrate. Although sp2  carbon materials such as 
glassy carbon, activated carbon, and graphite are well known to adsorb a 
wide range of organic and inorganic molecules, carbon does not support field 
enhancement for any currently accessible laser wavelength. So surface Raman 
on carbon is guaranteed to lack field enhancement but may still exhibit charge- 
transfer or resonance effects. A useful illustration is the case of rhodamine 
6G (R6G) adsorbed on graphite. When examined with a 514.5 nm laser, 
R6G is strongly fluorescent (Fig. 1.5) and Raman scattering is unobservable. 
Figure 13.8 illustrates the dramatic change that occurs when photoexcited R6G 
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Figure 13.8. Raman spectra of R6G adsorbed from a methanol solution onto glassy carbon (B). 
The fluorescence normally encountered with 5 14.5 nm excitation is quenched upon adsorption 
to the conducting surface. Spectra of (A) solid R6G and (C) clean glassy carbon are shown for 
comparison. (Adapted from References 10 and 25 with permission.) 

transfers its energy to the conducting carbon and does not emit fluorescent light 
(1 1,24). What remains is a well-defined Raman spectrum of R6G adsorbed 
on carbon (Fig. 13.8B). The R6G layer was shown to be a monolayer by 
demonstrating its adherence to a Langmuir isotherm. R6G is an example of a 
molecule that exhibits quite strong resonance enhancement in solution or on 
a surface, but the Raman scattering is overwhelmed by fluorescence for the 
solution case. Figure 13.8C represents a surface Raman spectrum with reso- 
nance enhancement of the adsorbate. The surface interaction may enhance 
(or decrease) the resonance effect, but we cannot say without knowing the 
solution cross section. 

The spectra of Figure 13.8 are more intense than those of Figure 13.7 
partly because of improvements in instrumentation, but more because of the 
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high cross section afforded by resonance enhancement. As the cross section 
decreases, observation of surface spectra on carbon becomes more difficult 
due to reduced SNR. Surface spectra for adsorbates with a range of cross 
sections are shown in Figures 13.9 to 13.1 1. 1,4-Bis (2 methylstyryl) benzene 
(BMB) and 2-(4-biphenylyl)-5-(4-tertbutylphenyl)-1,3,4 oxadiazol (BPBD) 
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Figure 13.9. Spectra of BMB adsorbed on glassy carbon (B) in solution (C)  and as a solid (D). 
The glassy carbon spectrum (A) was subtracted from the raw spectrum of adsorbed BMB to 
produce spectrum B. BMB has a cross section about 65 times that of benzene. (Adapted from 
References 10 and 1 1 with permission.) 
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Figure 13.10. Spectra similar to those of Figure 13.9, except for the laser dye BPBD adsorbed 
on glassy carbon. BPBD has a cross section about 13 times that of benzene. The large bands in 
the monolayer spectrum are partly due to incomplete subtraction of the glassy carbon spectrum. 
(Adapted from References 10 and 11 with permission.) 
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Figure 13.11. Raman spectra of glassy carbon (B) before and (A) after covalent modification 
with a monolayer of nitrophenyl groups. Subtraction of carbon spectrum reveals small nitrophenyl 
bands (spectra C). Nitrophenyl is a model compound for nitrophenyl bonded to s p 2  carbon. 
(Adapted from Reference 26 with permission.) 

are preresonant at 5 14.5 nm and have cross sections in solution that are 65 and 
13 times that of benzene. Nitrophenyl (Fig. 13.1 1) is analogous to chemisorbed 
nitrobenzene, although the bonding differs from that on nickel (12). Nitroben- 
zene has a cross section about four times that of benzene, so spectrum 13.11 
represents a case with weak or negligible enhancement. Table 13.3 lists several 
surface species that have been observed without field enhancement, along 
with a comparison of solution and surface cross sections where available. 
For nonresonant adsorbates, the observed surface cross section was higher 
than that in solution, while a resonant surface scatterer @-carotene) exhibited 
decreased cross section (10,ll). These cross-section changes are consistent 
with the conclusion that the adsorption interaction can lead to changes in cross 
section due to changes in the electronic structure of the adsorbate. As noted 
earlier, chemical enhancement can be explained as a shift of the molecule's 
optical properties that promote resonance enhancement. 

From the perspective of chemical analysis, the ability to observe spectra 
from surface monolayers without requiring field enhancement demonstrates 
the high sensitivity of modern Raman instrumentation. In addition, it indicates 
that multilayer films such as polymer coatings, lubricants, or metal oxides 
are readily observable on a variety of substrates, provided the multilayer is 
reasonably transparent. However, the sensitivity constraints in the absence 
of field enhancement are generally severe when dealing with monolayers, 
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Table 13.3. Examples of Surface Monolayers Observed without Field Enhancement 

Adsorbate/surface & l a  LOD, Monolayers Reference 
- 

Magnesium 

Cobalt 

@-Carotene, 1522 
Rhodamine 6G 

( 1 184 cm-' )/GC 
Dinitrophenylhydrazine 

(1  140 em-' /GC 
Bis-methyl styryl benzene 

(1 178 cm-')/GC 

phthalocyanine/Au 

phthalocyanine/graphite 

Ni trobenzene/Ni 
BPBD'(l000 cm-')/GC 
Anthraquinone disulfonate 

Nitropheny 1 
(1 179 cm-')/GC 

( 1  107 cm-')/GC 

Resonance Enhanced 

-104 

104 

4 x 105 
> 1000 

> 1000 

66 

Unenhanced 

-4 
13 
4.5 

Nitroazobenzene/GC 19 (solution) 
1600(chemisorbed) 

1 .0 
Pyridine (1008 cm-')/Ag 0.5 
Phenyl ( 1  184 cm-' )/GC 

t o .  1 

to. 1 0.12 
0.003 

-0.01 

0.02 3.6 

0.11 3.2 
-4 

0.1 

84 

15-65 

- 

17 

18 

11 
11 

25 

11 

12 
11 
10 

26 

27 

28 
20 

"Cross section relative to neat benzene, 992 ern-'. 
'Ratio of observed surface cross section to that observed in solution. 
'BPBD = 2-(4-biphenyl)-5-(4-tert-butyIphenyl) 1,3,4oxadiazol. 

and Raman may be applicable only to special analytical applications at the 
monolayer level. Much greater interest in surface Raman for chemical analysis 
results from the combination of chemical enhancement with electromagnetic 
field enhancement. The additional factor of up to lo5 from field enhancement 
is the subject of the next section. 

13.5. ELECTROMAGNETIC FIELD ENHANCEMENT 

Surface-enhanced Raman scattering was first observed by Fleischmann, et al. 
(3) for pyridine adsorbed on a silver surface that had been roughened by 
repeated electrochemical oxidation and reduction in chloride solution. The 
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strong scattering was initially attributed to a high microscopic surface area 
produced by repeated cycling between AgCl and Ag metal and the known 
ability of pyridine to adsorb on silver through the nitrogen atom. Jeanmaire 
and Van Duyne later established that the signal was much too strong to be 
attributed solely to surface area, and a new enhancement phenomenon was 
proposed ( 4 3 .  The unexplained enhancement was too large to attribute to 
the chemical enhancement discussed in Section 13.4, although the distinction 
between chemical and field enhancement came much later (1,2). 

13.5.1. Field Enhancement Characteristics 

A great deal of research by many investigators led to the formulation of a 
theory of electromagnetic field (EM) enhancement, which occurs when small 
metal particles are illuminated by light of suitable wavelength. The following 
characteristics are a distillation of approximately 15 years of research into the 
origin of enhanced Raman results of EM field enhancement that are relevant 
to analytical applications. 

1. Field enhancement is strongest on metals with high reflectivity at the 
laser and Raman-shifted wavelengths, particulary Ag, Au, and Cu. 

2. Field enhancement can increase scattering intensity by a factor of -lo5 
or more, in addition to any chemical enhancement. 

3. The molecule of interest need not be in direct contact with the surface 
to exhibit enhanced scattering. Field enhancement is longer range than 
chemical enhancement, extending several tens of nanometers away from 
the metal surface. 

4. Field enhancement magnitude depends on the optical properties of the 
metal and their variation with wavelength. For example, Ag surfaces 
exhibit strong field enhancement with midvisible lasers (5  14.5 nm, 
532 nm), while Au and Cu show field enhancement in the red 
(>600 nm). 

5.  Field enhancement depends strongly on the presence of small metal 
particles or at least regions with high curvature of the metal surface. 
Enhancement magnitude is significant when the particles are much 
smaller than the laser wavelength, in the region of several hundred 
angstroms. The optimum particle size depends on the metal and laser 
wavelength, as well as particle shape (see below). 

6. The shape of metal particles affects field enhancement magnitude in a 
manner that depends on both the identity of the metal and the wave- 
lengths of both the laser and the Raman-shifted light. For example, 
spherical and elliptical particles have different radii of curvature for 
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the same average diameter, and curvature affects field enhancement. A 
micrograph of a silver electrode surface roughened by electrochemical 
oxidation and reduction is shown in Figure 13.12B. Microscopy of such 
surfaces reveals a range of particle sizes and shapes that produce a range 
of field enhancements. The observed enhancement is a weighted average 
of the enhancements from each particle size and shape, combined with 
any chemical enhancement. 

Figure 13.13 shows normal and SERS spectra of a monolayer of pyridine on 
roughened silver demonstrating the large magnitude of surface enhancement. 
The predicted peak intensity of the 1008 cmpl band in the absence of enhance- 
ment is about 0.1 e- sec-', and the observed intensity is about 4 x lo4, 
indicating a total enhancement of a factor of 4 x lo5 (5). The peak frequen- 
cies are shifted slightly due to the interaction of pyridine with the surface. 
The SERS spectrum has different selection rules and polarization behavior 
compared to the solution, since the pyridine-Ag complex has different orien- 
tation and electronic structure. In addition, the relative intensities vary with 
applied potential, as discussed in Section 13.4. The main enhancement results 
from field enhancement caused by perturbation of the incident electric field 
by the metal surface. Significant progress has been made to explain the origin 
of the characteristics of field enhancement using electromagnetic theory. 

13.5.2. Field Enhancement Theory 

A detailed theoretical treatment based on both electrostatic and electrodynamic 
effects of an optical electric field on a metal particle is beyond the scope of 
this chapter, but such approaches have been discussed extensively (1,5-7). 
Several of the main theoretical points are of value to analytical applications 
and will be summarized here. 

Consider Figure 13.14, which depicts the electric field of the incident light 
interacting with a spherical particle of diameter a and molecule positioned at 
a distance Y from the particle center. If the wavelength is much larger than 
the particle (e.g., h > lOa), the incident field will polarize electrons to one 
side of the particle, and this polarization will track the incident field. Provided 
the metal has high conductivity at the optical frequency, its electrons will 
oscillate along with the field, to create a dipolar sufuce plasmon (DSP). This 
localized electron polarization in the particle produces a local electric field that 
is synchronized with the optical field, but may be much larger. The enhanced 
field depends on the optical conductivity of the metal (which depends on 
wavelength) and the size and shape of the particle. In particular, the DSP field 
is maximized when 

E r ( h L )  = - - 2 E o ( k )  (13.5) 
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A 

Figure 13.12. Micrographs of (A) gold colloids and (B) electrochemically roughened silver and 
(C) silver-coated polystyrene spheres. White box is expanded in right half of micrograph C. 
Diameter of spheres range from 38 to 482 nm (37). (Adapted from Reference 2 with permission.) 
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Figure 13.13. SERS spectra of pyridine adsorbed on an electrochemically roughened silver 
surface as a function of applied potential (volts vs. SCE). Spectra are >lo" more intense 
than expected from pyridine cross section in the gas phase. (Adapted from Reference 5 with 
permission, including reversal of x axis.) 

where t , ( h ~ )  is the imaginary part of the metal dielectric constant and t o  is 
the real part of the dielectric constant of the surrounding medium (1). Since 
t, depends on both the identity of the metal and the laser wavelength, the 
condition of Eq. (1 3.5) accounts for the dependence of field enhancement on 
the optical properties of the metal. For a silver sphere in water, the DSP is 
maximized for h = 382 nm, while for gold, it is maximized at -550 nm. In 
practice. particle shape effects shift the maximum field enhancement to longer 
wavelengths (6), as discussed later. 

We noted above that the enhanced electric field resulting from the DSP is 
not restricted to the immediate particle surface but should extend away from 
the particle. For the case of field enhancement at a spherical particle, theory 
predicts that the field enhancement should track (air)'. Figure 13.15 shows 
the predicted field enhancement relative to the surface ( r  = a )  for various 
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Figure 13.14. Schematic of laser light incident on a metal particle whose diameter is much 
smaller than the laser wavelength. Electrons are polarized by the incident field and oscillate at 
the laser frequency: u is the particle diameter, and r is the distance of the molecule from the 
particle center. 
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Figure 13.15. Dependence of EM field enhancement on distance form the particle surface for 
spherical particles of three different radii. The enhancement is normalized to that at the particle 
surface, which itself depends on particle radius. Based on ( ~ / r ) ~  dependence ( I ) .  

diameters of spherical particles. Note that enhancement can extend several 
tens of nanometers away from the surface, a fact exploited in certain analyt- 
ical applications described in Section 13.6. Recall that the field enhancement 
depends strongly on particle size, so the enhancements for different particle 
sizes in Figure 13.15 cannot be compared directly. In addition, the distance 
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dependence varies with particle shape and the identity of the metal. The exten- 
sion of field enhancement away from the particle surface has been verified 
experimentally, but the theory has not been tested quantitatively (29). 

In addition to the surface plasmon resonance, other phenomena contribute 
to the field enhancement. The oscillating dipole of the molecular vibration 
induces an image field in the metal, sometimes called the antenna effect 
(1). These effects have also been treated theoretically, leading to a combined 
theory that predicts overall field enhancement. Detailed discussions of these 
considerations have been presented and should be consulted by the interested 
reader (6,7). 

As noted above several times, the field enhancement depends on particle 
shape, as well as size, metal, and wavelength. A roughened metal surface such 
as that shown ~chematically in Figure 13.12 consists of spheres, ellipsoids, 
and irregular particles of a range of sizes. For most real surfaces beyond the 
idealized case of a sphere, the theory must be extended to other shapes. The 
effects on field enhancement are significant, since particle shape (particularly 
the degree of curvature) has major effects on both the plasma resonance and 
the antenna effect. Zeman and Schatz considered elliptical particles of various 
metals and predicted the field enhancement as a function of wavelength (6). 
The ellipsoid eccentricity was described by the ratio of the semimajor axis (b)  
to the semiminor axis (a), shown in Figure 13.14B. Values of b /a  from 1:1 to 
5:l were considered, as were values of b from 10 to 1000 nm. The treatment 
presented by Zeman and Schatz represents a comprehensive prediction of field 
enhancement magnitude for spherical and elliptical particles of 10 metals of 
various sizes and illuminated with wavelengths from the ultraviolet (UV) to 
the near-infrared (NIR). A few of their results are presented here to illustrate 
some useful predictions. 

Figure 13.16 shows the predicted electric field enhancement ( R )  for silver 
particles of various sizes and b/a  ratios. The observed signal enhancement 
equals R(vo)R(uo - v,), determined from the R values at the laser and Raman- 
shifted frequencies. Notice that the maximum enhancement is larger and occurs 
at longer wavelengths for more elliptical particles. Note that a 30 nm radius 
spherical particle of silver yields maximum enhancement at about 370 nm 
(circular points shown on Fig. 13.16). For a 3:l ellipsoid, the maximum 
enhancement is about 5 times that of the sphere and occurs for a 70 x 210 nm 
ellipsoid and a wavelength of about 480 nm. These effects are presented in 
different form in Figure 13.17, which shows the electric field [R(uo)] and 
signal enhancement [R(uo)R(vo - v,)] vs. wavelength for b = 60 nm and 
AC = 1500 cm-'. As before, greater ellipticity yields larger enhancement at 
longer wavelengths. For the common case of 5 14.5 nm (2.4 eV) light on silver, 
signal enhancement is in the region of 10,000 to 30,000, for 0 = 60 nm, 
depending on ellipticity. 
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Figure 13.16. Optimum field enhancement R(u0) for silver (optimized with respect to wave- 
length), and the optimum wavelength for various ellipticities and particle sizes. Labels (e.g., 
3:l) indicate the ratio of the semimajor to the semiminor axis, b/a.  The large dots indicate 
the enhancement and optimum wavelength for a 30 nm-diameter sphere, while the squares indi- 
cate those for a 3:l ellipsoid with a 35 nm semimajor axis. (Adapted from Reference 6 with 
permission.) 

A similar plot for gold is shown in Figure 13.18. The enhancement is 
more strongly dependent on ellipticity and occurs at longer wavelength. 
For example, the 3:1 ellipsoid has maximum enhancement at about 600 nm 
(2.1 eV) for b = 60 nm. These effects are even more pronounced for copper, 
shown in Figure 13.19. Enhancements for 10 metals are shown in Figure 13.20 
as functions of wavelength. The size and shape of the particle has been 
optimized for each metal. At least at present, monodisperse collections of metal 
particles of most of the metals in Figure 13.20 have not been prepared, so the 
theory is not completely tested (see also page 404). However, it successfully 
predicts field enhancement magnitude for several combinations of metal and 
particle shape and provides useful guidance when considering new SERS 
substrates. 
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Figure 13.17. Field enhancement R(u0) and signal enhancement, R(uo)R(uo - u J )  for silver as 
a function of laser energy and wavelength. Signal enhancement is plotted for u, = 1500 cm-' . 
(Adapted from Reference 6 with permission.) 

13.5.3. SERS Materials for Analytical Applications 

The observation and understanding of SERS are clearly very important devel- 
opments in the study of surface chemistry and surface physics. The combina- 
tion of molecular information and extraordinary sensitivity provides a valuable 
probe of surface structure and behavior. Out of the broad study of SERS by 
both chemists and physicists have emerged several approaches to using SERS 
for chemical analysis. A common analytical situation involves preparation of 
a SERS active substrate by one of several methods, then exposure of the 
substrate to a liquid or gaseous sample. Subsequent Raman spectroscopy of 
the adsorbed layer provides the analytical signal, enhanced by whatever chem- 
ical or field enhancement is provided by the adsorbate-substrate interaction. 
The current and next section are not intended to address SERS substrates 
comprehensively, but several of analytical interest are described. 

When considering substrates for analytical applications of SERS, several 
properties are important (30). First, the magnitude of the enhancement and any 
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Figure 13.18. Same as Figure 13.17 but for gold particles. (Adapted from Reference 6 with 
permission.) 

associated background determine the limit of detection for a given analyte. 
Second, various substrates differ significantly in their ease of preparation, and 
some are more amenable to large-volume commercial production. Third, the 
enhancement should be reproducible to whatever level is required by a given 
application. Fourth, substrates vary in their stability after preparation, and 
an ideal substrate has an indefinite “shelf-life,’’ with no loss of enhancement 
with storage time. Fifth, substrates may be modified to provide selectivity, 
by which certain analytes exhibit much larger enhancement than others. Sixth, 
substrates are usually optimized for particular laser wavelengths, so the choice 
of substrate may depend on the available Raman instrumentation. 

Since chemical and field enhancement are sensitive to a number of variables, 
including substrate material, particle size and shape, laser wavelength, and the 
nature of the adsorbate-substrate interaction (including those requiring active 
adsorption sites), there is wide latitude in how a given substrate may be designed 
and optimized. Conversely, the observed enhancement can vary by orders of 
magnitude if the important substrate variables are not adequately controlled. 
Examples of SERS substrates that have been proposed for chemical analysis 



400 RAMAN SPECTROSCOPY OF SURFACES 

Copper: 

h 
0 

3 

2 
3 00 

200 

100 

0 

laserenergy, eV 1.5 2.0 2.5 

wavelength,nm 833 625 500 

Figure 13.19. Same as Figure 13.17 but for copper particles. (Adapted from Reference 6 with 
permission.) 
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Figure 13.20. Magnitude of signal enhancement from EM field effects for 10 metals as a function 
of laser wavelength, with Au,  = 1500 cm-'. For each metal, the particle size and shape were 
optimized for maximum enhancement. (Adapted from Reference 6 with permission.) 
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are presented below, with attention to preparation, enhancement magnitude, 
reproducibility, and stability. To date, nearly all analytical SERS materials are 
made from silver or gold, with the great majority derived from silver. 

13.5.3.1 Electrochemically Roughened Silver 

As the first, but not the simplest, procedure for fabricating an active SERS 
substrate, electrochemical roughening is probably the most studied. A polished 
silver electrode is placed in a cell similar to that shown in Figure 13.4A, 
containing a chloride solution such as 1 M KCl. Application of a potential of 
f0.2 V (typically) vs. a saturated calomel electrode (SCE) causes oxidation 
of Ag to AgCl, which forms a film on the Ag surface. After a certain time 
or oxidation charge has passed, the potential is switched to about -0.3 V 
vs. SCE, where the AgCl is reduced back to Ag metal. This process yields 
a collection of silver particles such as that shown in Figure 13.12B, with a 
range of particle diameters of approximately 10 to 100 nm (2,6,30). A wide 
variety of oxidation and reduction procedures has been presented, which come 
under the general name oxidation-reduction cycle or ORC. The results of 
one such procedure are shown in Figure 13.21 in which the Raman intensity 
for adsorbed trans- 1,2-bis(4-pyridyl)ethene (BPE) is plotted as a function of 
the oxidation charge of the ORC. The maximum signal occurred after about 
100 mC/cm2 of oxidation charge was passed, preceding reduction back to Ag 
metal. This charge corresponds to the oxidation and reduction of approximately 
1000 layers of silver atoms. 

The analyte of interest may be present in the ORC solution itself, or the 
roughened electrode may be removed from the ORC solution and rinsed. The 
analyte solution is generally applied to the surface and dried, or the Raman 
spectrum is obtained from the roughened electrode in an analyte solution. A 
calibration curve of SERS intensity vs. BPE amount is shown in Figure 13.22 
for an electrochemically roughened Ag electrode. The BPE was applied to 
the surface as a dilute solution in a 3 pl drop, then allowed to dry before 
acquiring a Raman spectrum. The amount of BPE required for a useful signal 
was impressively low, corresponding to a limit of detection (LOD) of 1 x 

M BPE in 3 p1 of solution applied to the SERS substrate. In terms of 
the amount of BPE actually in the laser spot, this corresponds to 25 fmol 
(25 x mol). However, the reproducibility was poor, with a standard 
deviation across eight different electrodes of 40 per cent (30). The magnitude 
of the enhancement decreased rapidly (4 min) after roughening but exhibited 
some enhancement for at least 3 days. An advantage of the electrochemical 
process is relatively easy renewability, as the ORC may be repeated many 
times between samples. 
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BPE on silver 

reduction charge, millicoumbs/cm2 

Figure 13.21. Strength of SERS signal from I ,Z-bis(4-pyridyl)ethene (BPE) adsorbed on elec- 
trochemical roughened silver as a function of the charge required for reduction of AgCl to Ag. 
(Adapted from Reference 30 with permission.) 
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Figure 13.22. Calibration curve for BPE on electrochemically roughened silver. The x axis is 
the femtomoles of BPE contained within the area illuminated by the laser. Arrows indicate 
concentrations of BPE solutions applied to the roughened silver. (Adapted from Reference 30 
with permission.) 
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As noted earlier, a wide variety of electrochemical roughening procedures 
have been devised. Some examples of analytical interest include an electro- 
chemical preparation of roughened silver for Fourier transform (FT)-Raman at 
1064 nm (3 1) and electrochemical etching of silver microelectrodes with 1 - to 
2 Fm tip diameters (32). Fractal characterization of electrochemically rough- 
ened silver revealed that SERS activity begins increasing when the fractal 
dimension of the surface morphology exceeds about 1.7 (33). A quantitative 
comparison of electrochemical roughening to other fabrication techniques ( 1) 
concluded that electrochemical roughening showed poor reproducibility and 
stability but moderate sensitivity and LOD, at least for the quantitative analysis 
of BPE. Table 13.4 summarizes some of the results of this comparison. 

Although less common than silver, electrochemically roughened gold is 
also useful as a SERS active surface. In some cases, the gold may be coated 
with a thin layer of a transition metal, often by electrochemical deposition 
(34,35,36). Since field enhancement can extend well beyond a thin layer 
of a few nanometer thickness, the roughened gold substrate enhanced the 
Raman scattering from adsorbates on the transition-metal film. The result was 
enhanced spectra of adsorbates on metals used widely in heterogeneous catal- 
ysis (e.g., Pt, Rh), without a requirement for significant field enhancement by 
the transition metal itself (36). 

13.5.3.2 Metal Vapor Deposition 

Vapor deposition of an SERS active metal onto various substrates is more 
versatile than electrochemical roughening and sometimes permits control over 

Table 13.4. SERS Results for truns-l,2bis(4-pyridyl)ethene (BPE) on Various 
Substrates' 

Sensitivityb Lowest Detected 
(counts/fmol)' Amountd (fmol)' 

Annealed Ag islands 152 
Unannealed Ag islands 1 50 
Electrochemically roughened Ag 1.25 
HN03 etched Ag foil 0.485 
Tollens reagent 0.38 
Photoreduction of AgNO, on TiOz e - 

0.6 
1.3 

23 
170 
480 

50 

'From Reference 30. 
'Slope of plot of intensity vs. BPE amount. 
CFemtomoles present on surface, within the 1 pm-diameter laser beam; 100 fmol corresponds to 
deposition of 3 p1 of a 5 x M solution of BPE. 
d~~~ >3 .  
'Nonlinear calibration curve. 
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particle size and morphology. When a very thin (-50 nm) film is vapor 
deposited on glass, the Ag segregates into particles, usually referred to as 
islands. These islands have a range of sizes and shapes, but many fall into 
the size range required for field enhancement. Figure 13.23 shows a spectrum 
of 6 fmol of BPE (within the laser spot) on a vapor-deposited Ag film with 
an average silver thickness of -50 nm. The material onto which the metal 
is deposited is certainly not limited to flat glass, and many other materials 
have been explored, including frosted glass (30), polystyrene spheres (37), 
fumed silica (38), alumina (39), transition metals (39), and the ends of fiber 
optics (40). Figure 13.12C shows the example of silver-coated polystyrene 
microspheres. 

A sophisticated enhancement of metal vapor deposition involves silver 
deposition over an ordered array of polystyrene spheres with submicron dia- 
meters (41-43). The Ag atoms deposit both on the spheres and on the flat 
substrate below the spheres. After deposition, the spheres may be removed 
to leave an ordered array of microscopic Ag pyramids with regular size and 
shape. The pyramids have dimensions of a few hundred nanometers, in the 
range required for EM field enhancement. These arrays of Ag microparticles 
have provided a direct test of EM field enhancement theory (44), and have 
been modified with platinum and organic thin films (45). 

After vapor deposition and cooling in a vacuum chamber, the SERS 
substrate is usually removed, exposed to the sample solution or gas, and 
then the Raman spectrum is acquired. Exposure to air and/or water vapor 

6 femtomoles BPE on silver islands 

(from 1.5 x M solution) 

I '  

I I I I 
1000 1200 1400 1600 

Raman shift, cm-l 
Figure 13.23. SERS spectrum of BPE on vapor-deposited silver islands, from 6 frnol of BPE 
contained within the laser spot; 5 14.5 nm, 43 mW on a 1 pm spot, 5 sec integration on a disper- 
sive/CCD spectrometer. (Adapted from Reference 30 with permission.) 
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may change the metal surface, either by surface rearrangement, oxidation, or 
contamination. For the BPE example listed in Table 13.4, high sensitivity and 
low detection limits were achieved for Ag island films. Reproducibility of the 
Raman signal following exposure of Ag island films to 1.2 x lop6 M BPE 
was 14 per cent for annealed films and 27 per cent for unannealed films (30). 
The stability of the films depended on storage conditions, with good stability 
over extended periods when stored in a vacuum. Exposure to air or water 
decreased SERS intensity and increased the background from contamination. 

A promising modification of the silver island approach involves protection 
of the island film with a very thin layer of silica (46). The silica layer is thin 
enough so that molecules on its surface are still subject to field enhancement, 
although the chemical enhancement between silver and adsorbate is lost. The 
silver islands are protected from adsorption of atmospheric impurities and the 
field enhancement is quite stable with time. Silica-protected Ag island films 
do not exhibit the large enhancements encountered with bare Ag islands or 
electrochemical roughening, but the decreased enhancement may be more than 
compensated by improved reproducibility for many analytical applications. 

In order to enhance or modify the chemical selectivity of an SERS substrate, 
it is possible to chemically derivatize the metal surface. For example, cova- 
lent bonding of a hydrocarbon to a silver island film should selectively adsorb 
nonpolar analytes from an aqueous solution. The general approach is shown 
schematically in Figure 13.24 for the case of metal ions detected by a surface- 
bound complexing agent (47). Field enhancement is provided by the substrate, 
while adsorption selectivity results from the chemistry of the derivatized 

Ag islands on glass 

modified Ag islands 

A in water \ 
A= hydrophobic analyte 

Figure 13.24. Procedure for forming a self-assembled monolayer on a silver island film, followed 
by adsorption of a hydrophobic analyte (A) preceding SERS analysis. See References 53, 57 
and 58. 
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surface. Many procedures similar to that depicted in Figure 13.24 are based 
on self-assembled monolayers (SAMs) made when thiols adsorb irreversibly 
to gold, silver, or copper. Quite sophisticated SERS methods exploiting both 
field enhancement and chemical selectivity have been devised using SAMs on 
vapor-deposited silver islands (47-49), electrochemically roughened metals 
(50,51), and silver roughened with nitric acid (5233). A further extension of 
SERS to silica surfaces involved alkylsilane layers bonded to mechanically 
roughened silver, as a model for a chromatographic stationary phase (54). 

13.5.3.3 Metal Colloids 

Colloidal suspensions of metal particles may be formed in aqueous solution 
by chemical reduction of metal salts (30,55,56). The distribution of particle 
diameter depends on conditions but may be controlled to a range suitable 
for EM field enhancement. An example of an aggregate of colloidal silver is 
shown in Figure 13.12A. Colloidal suspensions of silver and gold are avail- 
able commercially but most commonly are prepared shortly before use. A 
common diagnostic of colloidal properties is a UV-Vis absorption spectrum, 
which depends on the particle size and density. Visible light absorption by 
small metal particles results from interactions of the optical electric field with 
particles having diameters smaller than the wavelength and is related to the 
same phenomena that underlie EM field enhancement. When used for chemical 
analysis, the metal colloid may be added to an analyte solution or immobilized 
before exposure to the analyte. Metal colloids have been studied extensively 
with visible (2,57,58) and NIR excitation (59,60). 

Depending on conditions, many procedures for preparing colloids lead to 
particles that are too small to exhibit large field enhancement, so an aggre- 
gating agent is sometimes added to produce structures similar to that shown 
in Figure 13.12A. Much of the variability in Raman intensities observed 
with colloids is due to variations in the agglomeration time and procedure. 
Jones and co-workers compared several agglomeration procedures to deter- 
mine the reproducibility of the SERS enhancement of resonant Raman dyes 
based on azobenzotriazole (61). The agglomerating agent was either added to 
the colloid-dye solution or the colloid was preagglomerated before adding 
the dye. The Raman intensities were monitored as a function of agglomer- 
ation time, and the standard deviation was determined for repeated spectra 
and colloid preparations. Typical spectra are shown in Figure 13.25 for three 
concentrations of an azo dye adsorbed on an agglomerated silver colloid. The 
combination of surface and resonance enhancement yields high SNR spectra 
in the concentration range of lo-' to M. A calibration curve of intensity 
vs. dye concentration was linear (Fig. 13.26) over about 3 orders of magni- 
tude but leveled off sharply when the dye formed a monolayer on the colloid 
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4-(5 '-azobenzotriazol)-aminonapthalene 
on silver colloid 

6.7 x 10-5 M 
6.7 x M 
6.7 x M 

407 

900 1350 1800 

Raman shift, cm-' 

Figure 13.25. Surface-enhanced resonance Raman spectra (SERS) of an azo dye adsorbed on 
silver colloids from solutions of the indicated concentrations; 514.5 nm, 25 mW, 10 sec integra- 
tions on CCDldispersive Raman microscope (Renishaw). (Adapted from Reference 61 .) 

4-( 5 ' -azobenzotriazol)-aminonapthalene 
. I  0 

Y 8 on silver colloid c .* 

molar concentration in solution 

Figure 13.26. Calibration curve based on spectra similar to those in Figure 13.25. (Adapted from 
Reference 61 with permission.) 



408 RAMAN SPECTROSCOPY OF SURFACES 

surface. The most sensitive Raman spectroscopy ever reported uses SERS on 
silver colloids to detect single molecules of adsorbed dyes (60,62,63). 

Reproducibility of the Raman intensity for the 1424 cm-' band of a partic- 
ular dye at 10@ M is summarized in Table 13.5. Relative standard deviations 
of five spectra of a given colloid solution as well as the relative standard 
deviation (rsd) for five different colloid solutions are listed. Significantly 
higher (rsd) was observed for different colloid solutions, implying that the 
particle agglomeration and analyte adsorption are quite sensitive to uncon- 
trolled changes in conditions. The authors (6 1) concluded that preaggrega- 
tion with poly-(L-lysine) yields quite reproducible intensities (rsd <5 per 
cent). 

13.5.3.4 Etched Metal Surfaces 

Mechanical polishing (503 1) and etching in nitric acid (30,47,48,52,53) have 
been used to prepare roughened surfaces that exhibit EM field enhancement. 
The enhancement factors are significantly smaller than those observed for elec- 
trochemical roughening, but nitric acid etching is simple and reproducible. A 
quantitative comparison of etching of silver with other methods is shown in 
Table 13.4. The sensitivity and limit of detection were about a factor of 100 
worse than the best silver island films, but the reproducibility was better. 
Eight silver foil samples etched with nitric acid showed a relative standard 
deviation of 17 per cent for a given sample concentration. Etched foils were 
stable for a few days but showed slow degradation over longer periods due to 
surface contamination (30). Etched silver modified with self-assembled mono- 
layers exhibited the chemical selectivity noted in Section 13.5.3.3 (5334). The 
modification layer appears to protect the active surface and extend the shelf 
life. 

Table 13.5. Relative Standard Deviation (rsd) of the 1424 cm-' Band of lo-' M 
4-(5/azobenzotriazol)aminonapthalene on Silver Colloida 

rsd, 5 Spectra of one rsd, S Spectra each 
Aggregation Agent Colloid Solution (%) of 5 Solutions (%) 

None 1-4 7-8 
HNO? 12-2s 31-41 
NaCl 14-18 28-35 
Poly(L-1 y sine) 1-4 17-18 
Preaggregation with 1-3 3-5 
poly(L-lysine) 

'From Reference 61. 
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13.5.3.5 Photoreduced Metal Particles 

Since photoreduction of silver salts to metallic silver is the basis of most photo- 
graphic emulsions, the phenomenon has been studied extensively. Several 
preparations of SERS substrates have been developed, based on photoreduc- 
tion of AgNO, under various conditions. In some cases, a AgNO, solution 
was photoreduced prior to exposure to the analyte (64) or in the presence 
of analyte (65). In the latter case, the “photocolloid” was found to produce 
about 4 times the Raman scattering intensity as a colloid produced by chem- 
ical reduction. Silver particles may also be produced by photoreduction on 
Ti02 with UV light in the presence of sodium formate. A quantitative study 
of silver on Ti02 (30,66) showed a nonlinear response to BPE concentra- 
tion, with a detection limit of about 2 pM in 3 FL of solution (Table 13.4). 
Photoproduced films were quite reproducible (rsd -8 per cent), despite the 
nonlinear response, which was attributed to analyte adsorption by Ti02. 

13.6. EXAMPLES OF ANALYTICAL APPLICATIONS 

The large signal enhancements often encountered with SERS have stimulated 
many investigations of analytical applications, examples of which are listed 
in Table 13.6. Many of these involve biological or environmental analysis, 
where low concentrations of analytes preclude the use of unenhanced or even 
resonance-enhanced Raman spectroscopy witout the added benefit of surface 
enhancement. Despite the great promise of a technique that increases Raman 
intensity by lo6 or more, SERS has not yet resulted in widely used or routine 
analysis of real samples. SERS has been a very important and valuable probe 
of surface structure and has stimulated new discoveries about the behavior of 
metal-gas and metal-liquid interfaces, but its incursion into practical chemical 
analysis has been limited. It is worth considering why SERS has encountered 
formidable barriers to widespread analytical utility (2). 

First, there are many variables that determine SERS enhancement, not all of 
which are controlled. Even if particle size and shape can be reproduced, surface 
chemistry is difficult to control and is generally unstable. Chance exposure to 
contaminants or reconstruction of the metal surface can significantly vary the 
observed enhancement over time. Second, chemical enhancement depends on 
the adsorbate-surface interaction and varies both with surface chemistry and 
with adsorbate structure. Analytes differ greatly in the strength of this inter- 
action, and surface contamination can prevent it altogether. SERS is not a 
general phenomenon as far as the wide range of species encountered in chem- 
ical analysis. Third, relative intensities and even peak frequencies can be quite 
different for an adsorbed molecule compared to the spectrum observed in bulk. 
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Table 13.6. Examples of Analytical Applications of SERS 

Analyte SERS Substrate Reference 

Peptides 
y-Nitrobenzoic acid 
Co phthalocyanine 
Bis (4-pyridy1)ethene 
Adenine 
Nicotonic acid 
GI ycine 
Anthracene 
Pyridine 
Glycine 
Benzoic acid 
Phthalic acid 
Anthracene 
pH (with indicator) 
Cyanine dye 
Adenine 
Azobenzotriazole 
Pyrene, and related compounds 
Organophosphorous toxins 
Chlorinated hydrocarbons 
SCN- 
Cu”, Pb2+, Ca2+ 
Alkali metal ions 
Chlorinated ethylenes 
Benzoic acid 
p-Nitrophenol, pyrene 
Benzoic acid 
Terephthalic acid 
Viologens 
DNA sequences 
Isophthalic acid 
Osmium complexes 
Ruthenium complexes 

Silver colloid 
Silver islands 
Silver islands 
Various 
O R C  
ORC 
ORC 
ORC 
Ag microelectrode 
ORC, microelectrode 
Ag on fumed silica 
Ag on fumed silica 
Ag on fumed silica 
Ag on fiber optic 
Ag colloid 
Colloidal Ag and Au 
Colloidal Ag 
Colloidal Ag 
Colloidal Ag 
ORC 
Sputtered Ag 
Modified Ag islands 
Modified Ag islands 
Nitric acid etched Ag 
Fumed silica 
Chemically reduced Ag 
Ag coated A1203 
Ag coated A1203 
ORC 
Ag coated A1203 
Ag on TiOz 
ORC 
ORC 

2 
29 
29 
30 
31 
31 
31 
31 
32 
33 
38 
38 
38 
40 
59 
61 
62 
67 
68 
69 
39 
47 
49 
52 
70 
71 
72 
72 
73 
74 
75 
76 
76 

“ORC = oxidation reduction cycle. 

So spectrum interpretation or library searching may be frustrated unless SERS 
reference spectra are available. Fourth, a practical substrate for routine analysis 
should be available commercially and have a long shelf life. At this writing, all 
SERS substrates are prepared by individual labs, usually immediately before 
use. The world needs a stable, reproducible, and probably disposable SERS 
substrate in commercial quantities, but so far none of the various substrates 
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have reached this goal. At the time of this writing, SERS remains a spectacular 
phenomenon with limited applications in routine chemical analysis. 
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Acetamidophenol (acetaminophen, 
Tylenol), 83, 93, 101, 112, 259, 
267, 289, 302, 35.5 

Acetonitrile, 261, 264 
Acousto-optic tunable filter (AOTF), 222 
Argon emission lines, 256 
Avalanche photodiode, 181-183, 203, 

222 

Bandpass, table, 159 
Benzonitrile, 29, 90, 93, 226, 259, 269, 

Beta-corotene, 77 
Binning in CCDs, 189 
Bis methylstyryl benzene (BMB), 2.59, 

279, 286, 290, 291 

291, 388 

Calcium ascorbate, 268, 269, 283, 284 
reproducibility, 285 

Calibration, 9, 24, 251 
curve, 110, 123 
curve of SERS intensity, 401, 402 
daily calibration, 290 
frequency and Raman shift, 251, 252 
instrument response function, 269, 270 
Raman shift standards, 257-267 
response calibration with a black body 

response calibration with 

response function, 41 
summary, 289 
validation, 267 

39, 183-202 

source, 272 

luminescence standards, 275 

CCD (charge coupled devices), 1, 6, 10, 

back illuminated (back-thinned), 190, 
191 

back thinned, 190 
bias, 188 

binning, 189 
CCD basics, 184 
comparison to FT-Raman, 78 
dark noise, 49, 55, 77 
dark signal, 188 
deep depletion, 192 
front illuminated, 190 
gain and Q corrections, 198-199 
gain, definition and determination, 187 
imaging with, 309, 313, 316, 317 
multitrack acquisition, 209 
quantum efficiency, 39, 42, 45 
readout noise, 57, 188 
scanning multichannel acquisition, 212 
segmented acquisition, 207 
signal processing, 193 
“spike” or “cosmic” removal, 199 

Chloraseptic, 77, 78, 87 
Collection of scattered light, 22, 35, 95 

and instrument response function, 42, 

collection function, 35-37 
collection solid angle, Q, 38, 41, 163, 

comparisons, 170, I7 1 
effect of collection lens, 107 
f/# of collection optics, 103 
fiber optic, 7, 337, 340, 342, 343, 345, 

346, 352 
in FT-Raman, 235 
in microscopes, 295-297 
path length enhancement, 120, 121 
sampling depth, 103, 104, 110, 11 1, 

271, 273 

170 

297 
Confocal Raman Microspectroscopy, 

Cosmics, 193, 195 
removal of, 199-202 

Cross section, 15 
definition, 22 
differential, 22, 24 
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Cross Section (Continued) 
frequency dependence, 21 
frequency independent cross section, 

general trends, 27 
integrated, 22, 23 
laser frequency dependence, 29 
magnitude, 24 
resonant Raman, 29 
table, 25, 28 

Cyclohexane, 29, 90, 91, 93, 226 
as intensity standard, 279-281, 

as Raman shift standard, 259, 262 

21 

286-288 

Dark current 188, 196-198, 228 
Dark noise 55 ff., 230 
Depolarization ratio, 122, 123, 125 
Depth of field, 110, 111, 298 
Dextrose, 90, 206 
Diode Lasers, 137-140, 142 

Dispersion (of wavelength), 149- 15 I, 
154, 156 

reciprocal linear, 151, 156, 158, 212 
table, 157, 158 

external cavity diode lasers, 140, 141 

Dispersive Raman Spectrometers, 

Dispersive Raman Applications, 
149-2 19 

215-216 

Etaloning in CCDs, 19 1 
Etendue (AS2 product), 41. 98. 107, 108, 

119, 338, 340, 341, 343 

f-number (f/#), 9, 35, 37-39, 41, 103, 
104, 106, 107 

and blur diameter, 103 
and depth of field, 110, 111, 120 
fiber optic Raman sampling, 333-372 
collection, 103 
effect on signal, 107-1 10, 163 
of dispersive spectrometer, 15 1, 152, 

161, 170 
of fiber optics, 339, 340 
of FT Raman, 235 
of holographic spectrograph, 165, 166 
of Raman microscope, 296, 298, 300 

of the laser, 104 
Relationship to numerical aperture, 

298 
Figure of Merit 

comparison, 46 
effect of CCD integration time , 53, 54 
for fiber optic probe, 359, 360 
for Raman signal, 45, 82 
for SNR, 66-68 
relation to detection limit, 68 

absorption filters, 176 
bandpass, 143, 144 
dielectric notch and edge filters, 172 
for FT-Raman, 237 
for removing cosmics, 199-202 
for imaging, 221, 222, 319 
holographic bandpass, 146 
holographic notch filters, 173, 174, 

in fiber optic probes, 351, 352 
interference, 143- 145 
laser rejection, 8, 155, 164, 170-179 

Filters, 38 

356 

Fluorescence, 1, 3, 12, 27, 49, 76, 86, 
275 

avoidance, 5 ,  9, 55, 134, 179 
avoidance with FT Raman, 221, 245 
effect on SNR, 231 
subtraction of, 58 

FT-Raman, 1, 6, 43, 44, 127, 225-240, 

advantages and pitfalls, 228-234 
calibration, 288, 289 
compared to dispersive, 78, 86, 233 
detector noise limit, 60, 233 
distributed noise, 237 
examples of applications, 246, 247 
for wavelengths greater than 1064 nm, 

instrumentation, 234-236, 238 
multiplex advantage, 44 
reduced fluorescence, 23 1,  232 
SERS, 403 
SNR analysis, 69, 70 
with fiber optics, 341 

288 

245 

FTIR (mid-IR absorption), 3, 5 ,  18, 83, 
228, 251 

interferometer, 44, 235 
comparison to Raman, 10, 12, 43, 95, 

FTIR fiber optics, 334 
123, 334 
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interferometer, 225 
relationship to FT-Raman, 225, 234 
SNR considerations, 228-230 

Gallium Arsenide, 320 
Geometric factor, K, 30, 98, 102-104 

monolayer, 106 
table, 105 

Germanium Detector, 39, 238, 245 
Global Raman Imaging, 317, 319 

Hadamard Image Reconstruction, 326 
Imaging 

direct, 294 
global, 294, 326 
global Raman imaging, 317, 319 
hyperspectral, 294 
line imaging, 294, 307, 309, 3 1 1 ,  3 13 
Raman image reconstruction, 322-329 
Raman line imaging, 294 
relative speed of global and 

reconstruction, 329 
spectrograph, 8, 9, 154, 294 
two dimensional Raman imaging, 3 16, 

with tunable bandpass filters, 221, 224 
317 

Indene, 259, 262, 291, 343, 366 
InGaAs detector, 238, 240, 246 
Intensified photodiode array (IPDA), 6, 

183, 184 

Laser, 1,127-147 
Ar+, 130 
choosing laser wavelength, 75, 127 
coupling to fiber optics, 338 
coupling to microscope, 300 
diode, 9, 137-142 
divergence and depth of focus, 103, 

effect on Raman cross section, 20, 22, 

flicker noise, 56 
focusing, 99, 103, 104, 119 
helium-neon, 133 
ion lasers, 130 
Kr+, 130 

128 

29 

laser wavelength filtering, 142 
line focused, 309 
mechanical scanning, 3 I3 
near infrared, 1 
Neodymium-YAG, 134, 136 
optically dense samples, 105 
power and power density, 30, 37, 118, 

297, 318 
rejection filters, 176, 236 
spot diameter, 129 
tables of wavelengths, 128,132,133 

Liquid Crystal Tunable Filter (LCTF), 
223, 224,319 

Microscopy, 96, 293 
and imaging, 155 
confocal, 3 14 
examples of applications, 304 
Hadamard image reconstruction, 

power and power density issues, 330 
Raman image reconstruction, 322 
Raman microscopy overview, 293 

Microspectroscopy , 293, 294, 306 
confocal, 305-307, 313, 314 
line imaging, 309 
sampling depth, 298 

double, 166 
triple, 168 

above 1000 nm, 245 
acquisition techniques, 208 
and measurement time, 45 
compared to multiplex, 43-46 
figure of merit, 45, 46 
for imaging, 311, 317, 318, 378 
multichannel advantage, 39, 62 
multichannel FT-Raman, 240 
noise characteristics, 49, 57 
scanning multichannel acquisition, 212 
SNR, 62, 64 
surface Raman spectroscopy, 382 

Multilayer, 377 
Multipinned Phase (MPP) CCD, 192 
Multiplex spectrometers, 7, 43 

326-329 

Monochromator (see Spectrograph) 

Multichannel spectrometers, 6, 35, 65, 73 

SNR, 68-71 
advantage, 44, 45, 228 
compared to multichannel, 43, 62, 63 
figure of merit, 46 
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Multiplex spectrometers, (Continued) 
Hadamard image reconstruction, 

326-329 
in FT-Raman, 225 
in shot noise limit, 232 
multiplex disadvantage, 5, 70, 230 

Naphthalene, 27, 174, 178, 241, 259, 291 
Near infrared absorption spectroscopy 

(NIR), 3, 367 
calibration, 12 
comparison to Raman and FTIR, 5 ,  12 
sampling, 11, 12, 101 

Neon emission lines, 254 
Noise sources, 52 

detector noise, 56, 66, 69-71, 77, 
225, 228, 230, 232, 243, 377 

S N  ratio (SNR), 53, 55, 58, 60 
Nondispersive Raman Spectrometers, 

Normal mode, 15 
Numerical aperture, 296, 298, 334 

221-250 

Overfilled or underfilled spectrometer, 
37, 40, 66, 107, 108 

for 90" geometry, 116 
for surface Raman, 376-378 
in microscopy, 297 

Paraboloid, off-axis, 100- 101, 235 
Path Length Enhancement, 120, 

Performance 
364-368 

comparisons of dispersive 
spectrometers, 170 

criteria, 79-82 
evaluation samples, 83-93 
of filters, 145, 173 
of sampling methods, 97-99 
SNR figure of merit, 65, 67, 73 

Photodiode arrays, 6, 57, 65 
Photomultiplier tube (PMT), 39, 55,  163, 

Polarizability, 15, 16, 18 

Polarization measurements, 20, 22, 23, 

Polarization scrambler, 162 

180-183, 203, 222, 364, 369, 382 

quadrupole, 385 

114, 122-125, 162, 363 

Polarizer, 124 
Polystyrene, 5,  259, 291, 298, 300, 320, 

326, 331, 404, 405 
Powell lens, 322, 323 
Premonochromator, 146, 168 
Prostate cancer, 326, 327 

Qualification, 267 ff. 

Raman scattering 
anti-Stokes, 3, 301 
frequencies, examples, 19, 261 
resonance, 12, 27, 29, 76, 259, 286, 

stokes, 3, 16, 172, 301 

of 90" geometry, 114, 11 7, 118 
of 180" Geometry, 109- 1 1 1 
of Raman shift, 269 
of relative response, 277 
of signal magnitude, 282 
of surface enhancement, 401, 403, 

405, 406, 408 
peak intensity, 81, 95, 98 
qualification, 289 
quantitative, 43 
short and long term, 280 
table, 112 

and pixel width, 158, 159 
and acquisition time, 151, 204 
and FR-Raman SNR, 228, 229 
and FT-Raman acquisition time, 228 
and spectral bandpass, 92 
and spectral coverage, 44, 151, 159, 

depth, 305-309, 314 
double monochromator, 167 
echelle spectrographs, 21 1 
evaluation of, 9 1 -93 
fiber optic effect on, 341 
FT-Raman, 227, 228 
LCTF, 224,320 
MCFT, 242 
of grating spectrographs, 158 
resolution element, 44, 180 
scanning multichannel, 2 14 

369, 374, 383, 384, 386, 396,406 

Reproducibility 

Resolution, 9, 91, 156 

160, 207, 208 

spatial, 129, 294, 295, 298, 304, 313, 
322 
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variation across spectrum, 15 I ,  158 
with interference filters, 222 

Response function, 41-43, 90, 163, 237 
for FT-Raman detector, 238 
correction of, 25 1, 269-271 
effect of filters , 172, 209 
for echelle spectrographs, 212 
standards for, 284 
validation, 280 
with luminescence standards, 278, 279 
with tungsten source, 274 

Rhodamine 6G, 5, 86, 386 

Samples 
absorbing or opaque, 105, 11 1, 114, 

for spectrometer evaluation, 83 
in pipes, 100 
inside vials or containers, 90, 95, 101, 

Raman shift standards, 257, 267 

180" backscattering geometry, 99, 101 
90" sampling geometry, 114 
accessories, 73 
and response function, 275, 276 
and spectrometer selection, 75 
compared to FTIR and NIR, 10- 12 
fiber optic, 7, 235, 333, 339, 342 
laser rejection, 8 
microscopy, 96, 293, 295, 297, 300 
noninvasive, 101, 102 
overview, 95 
Raman advantages, 10, 12 
rate in FT-Raman, 228 
remote, 8 
reproducibility, 289 
sampling depth, 105, 117, 306 
sampling volume, 98, 102, 115, 120 
spatial averaging, 1 12, 113 
spinning sample, 113, 114 
through-glass, 90 

Signalhoke ratio (SNR), 6, 10, 49 
analyte shot noise limit, 61 
background shot noise limit, 64 
dark noise limit, 64 
definition, 49, 50 
effect of background, 72 

298, 300, 362, 374 

267, 278, 291 

Sampling, 5,  95 

effect of laser wavelength, 76, 127 
effect of measurement time in 

effect of resolution in FT-Raman, 

for fiber optic probes, 359 
for line imaging, 3 11 
for MCFT, 242 
for surface Raman, 379 
in Hadamard imaging, 326 
limiting SNR situations, 59 
readout noise limit, 64 
SNR and detection limits, 67 
SNR figure of merit, 65 
SNR for FT-Raman, 69, 71 
trade-off of dark signal and 

background, 23 1, 232 

FT-Raman, 228 

228 

Specific Intensity, 3 1 
definition, 30 
table, 31 

Spectrograph, 149 ff. 
single, 15 1 - 166 
double, 166 
triple, 168 

Spectrometer 
comparisons, 10, 78, 79, 171, 225 
dispersive, 149-220 
nondispersive, 221 -250 
performance criteria, 79-82 
selection of, 73-94 

Splicing of multiple CCD acquisitons, 

Standards 
209, 214 

ASTM frequency standard, 83, 259, 

atomic emission lines, 252 
black body, 273 
cross section, 25, 26 
for response function, 284, 291 
luminescent, 208, 277 
Raman shift standards, 257-259 
tungsten bulb, 273, 275 
validation with, 267-269 

Stray Light, 163, 164, 166, 168 
of triple spectrographs, 168, I70 
reduction with BR Filters, 171, 172, 

29 1 

302 
Sucrose, 201, 202 
Sulfur, 27, 84, 237, 259 
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Surface Enhanced Raman (SERS), 12, 
374 

chemical enhancement, 374 
electrochemically roughened silver, 

electromagnetic field enhancement, 

etched metal surfaces, 408, 409 
examples of analytical applications, 

field enhancement, 374 
field enhancement Theory, 392 
for chemical analysis, 375 
metal colloids, 406 
metal vapor deposition, 403 
particle size and shape effects, 396 

charge transfer enhancement, 384 
chemical enhancement, 389 
monolayer, 106 
on carbon, 387,388 
on copper and nickel, 385 
on transition metal, 385 
polarization, 123 
sampling considerations, 379 

40 I 

390, 391 

409, 41 1 

Surface Raman, 373, 378 

sensitivity and background issues, 
374. 375 

signal expression, 32, 106 
signal strength, 374, 376, 41 1 
SNR, 378 
without field enhancement, 382, 384 

Toluene, 26 1, 264 

Ultraviolet Raman, 77-78 
for reducing background, 77 
ultraviolet ion lasers, 132, 133 

Validation, 25 1 
of instrument response, 280 
of Raman shift, 267 
of relative response, 284 
of signal magnitude, 282 
sample procedure, 267, 269 
summary, 289 

Virtual state, 1 

Waveguide sampling, 364-368 


	14.pdf
	Untitled
	Untitled




